Kernel and wavelet density estimators on manifolds and more general metric spaces
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We consider the problem of estimating the density of observations taking values in classical or nonclassical spaces such as manifolds and more general metric spaces. Our setting is quite general but also sufficiently rich in allowing the development of smooth functional calculus with well localized spectral kernels, Besov regularity spaces, and wavelet type systems. Kernel and both linear and nonlinear wavelet density estimators are introduced and studied. Convergence rates for these estimators are established and discussed.
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1. Introduction

A great deal of efforts is nowadays invested in solving statistical problems, where the data are located in quite complex geometric domains such as matrix spaces or surfaces (manifolds). Geometric models are motivated by the fact that many real-world high dimensional data are affected by the “curse of dimensionality” phenomena. Although the data for a given data mining problem may have many features, in reality, viewed from a geometric perspective the intrinsic dimensionality of the data support of the full feature space may be low. A seminal example in this direction is the case of spherical data. Developments in this domain have been motivated by a number of important applications. We only mention here some of the statistical challenges posed by astrophysical data: investigating the fundamental properties of the cosmic microwave background (CMB) observation including its polarization, inpainting of the CMB in zones on the sphere obstructed by other radiations, producing cosmological maps, exploring clusters of galaxies or point sources, investigating the true nature of ultra high energy cosmic rays (UHECR). We refer the reader to the overview by Starck, Murtagh, and Fadili [33] of the use of various wavelet tools in this domain as well as the work in [1] and [24] of some of the authors of this article.

Many more geometric objects have been analyzed in the statistical literature. For instance, landmark-based shape spaces have diverse applications in morphometrics, medical diagnostics,
machine vision (see, for instance, [2]); Pelletier [28,29] has long ago investigated nonparametric statistics on regular manifolds; the now emerging field of signal processing on graphs or networks is a mine for geometric investigation (see, for instance, [31]).

Dealing with complex data requires the development of more sophisticated tools and statistical methods. In particular, these tools should capture the natural topology and geometry of the application domain. Our contribution will be essentially theoretical, however, our statements will be illustrated by examples from various application fields.

Our aim in this article is to study the density estimation problem, namely, one observes $X_1, \ldots, X_n$ that are i.i.d. random variables defined on a space $\mathcal{M}$ and the problem is to find a good estimation to the common density function. This problem has a long history in mathematical statistics, especially when the set $\mathcal{M}$ is $\mathbb{R}^d$ or a cube in $\mathbb{R}^d$ (see e.g. the monograph [35] and the references herein). Here we will consider general spaces $\mathcal{M}$ such as Riemannian manifolds or spaces of matrices or graphs and prove that under some reasonable assumptions, we can develop an estimation theory with estimation procedures, regularity sets and upper bounds evaluations quite parallel to what has been done in $\mathbb{R}^d$. In particular, we intend to develop kernel methods with upper bounds and oracle properties as well as wavelet thresholding estimators with adaptive behavior.

There are two principle quantities that will dominate our setting and usually appear in the minimax rates of convergence. The first quantity $d$ reflects the basic dimensional structure of the sets (here introduced with the aid of the doubling condition on the measure) and the second quantity $s$ is associated to “regularity” and leads us to considering settings, where regularity spaces can be defined along with kernels.

The setting presented here is quite general. Naturally, the classical results on $\mathbb{R}^d$ and on the sphere are contained in this general framework, but also various other settings are covered. In particular, spaces of matrices, Riemannian manifolds, and convex subsets of Riemannian manifolds are covered.

This programm requires the development of new techniques and methods that break new ground in the density estimation problem. Our main contributions are as follows:

(a) In a general setting described below, we introduce kernel density estimators sufficiently concentrated to establish oracle inequalities and $L^p$-error rates of convergence for probability density functions lying in Besov spaces.

(b) We develop linear wavelet density estimators and obtain $L^p$-error estimates for probability density functions in general Besov smoothness spaces.

(c) We also establish $L^p$-error estimates on nonlinear wavelet density estimators with hard thresholding and prove adaptivity properties up to logarithmic terms.

To put the results from this article in perspective, we next compare them with the results in [3]. The geometric settings in both articles are comparable and the two papers study adaptive methods. In [3], different standard statistical models (regression, white noise model, density estimation) are considered in a Bayesian framework. The methods are different (we do not consider here Bayesian estimators) and the results are also different (since, again, we are not interested here in a concentration result of the posterior distribution). It is noteworthy that the results in the so called dense case exhibit the same rates of convergence. It is also important to observe the wide adaptation properties of the thresholding estimates here which allow to obtain minimax rates of convergence in the so called sparse case, that was not possible in [3].
Outline. The organization of this article is as follows. In Section 2, we begin with a short toy-example. In Section 3, we describe our general setting and give some examples. We introduce kernel density estimators in Section 4 and establish $L^p$-error estimates for probability density functions in general Besov spaces. In Section 5, we review some basic facts related to our setting such as the construction of wavelet frames, Besov spaces, and other background material. Section 6, we prove the main results on kernel density estimators from Section 4. Section 7 is devoted to linear wavelet estimators. In Section 8, we introduce and study adaptive wavelet threshold density estimators. We establish $L^p$-error estimates for probability density functions in Besov spaces. In the Supplementary Material [4], Section 1, we present several additional examples covered by the setting, introduced in Section 3. In Section 2 of [4], we place the proofs of some claims from Section 5. Finally, in Section 3, of [4] we give the proof of the main Theorem 8.2 of Section 8.

Notation.

Throughout $I_E$ will denote the indicator function of the set $E$ and $\| \cdot \|_p := \| \cdot \|_{L^p(\mathcal{M}, \mu)}$. We denote by $c$, $c'$ positive constants that may vary at every occurrence. Most of these constants will depend on some parameters that may be indicated in parentheses. We will also denote by $c_0, c_1, \ldots$ as well as $c_\ast, c_\diamond$ constants that will remain unchanged throughout. The relation $a \sim b$ means that there exists a constant $c > 1$ such that $c^{-1} a \leq b \leq c a$. We will also use the notation $a \wedge b := \min\{a, b\}$, $a \vee b := \max\{a, b\}$, and $C^k(\mathbb{R}_+)$, $k \in \mathbb{N} \cup \{\infty\}$, will stand for the set of all functions with continuous derivatives of order up to $k$ on $\mathbb{R}_+ := [0, \infty)$.

2. Illustrating example

Before going into the mathematical tools and results, let us study a toy example (although the problem has a scientific interest by itself, but will be treated here only from a methodological point of view): let us estimate a probability density on a spider web $\mathcal{M}$. A spider web is a good and emblematic example, since it reflects the geometric aspects of the problem. As well, most of the time, it is a very inhomogeneous medium, built of regions with varying characteristics and this is also an important issue that we will commented in the paper.

One observes $X_1, \ldots, X_n$ i.i.d. random variables defined on the space $\mathcal{M}$ with the common density $f$. The $X_i$’s may be the places where preys are falling, and the density $f$ might give indications on the regions of the web devoted to catching preys as opposed to others affected to others tasks such as informing the spider of the presence of predators.

To proceed to the estimation we first propose to identify $\mathcal{M}$ with a graph (simple, undirected, no loops) with $T$ vertices and edges. As is standard in graph theory (and commonly used in clustering, see for instance [36]), we form the adjacency $T \times T$ matrix $A$, defined by $A_{ij} = 1$ if there is an edge between $i$ and $j$, and $A_{ij} = 0$ otherwise. $\mathcal{M}$ is naturally equipped with the geodesic-distance and the Laplacian matrix $L_{T \times T}$ is defined as:

$$L = D - A,$$

where $D$ is the diagonal degree matrix, $D_{ii} = \sum_{j \neq i} A_{i,j}$ is the degree of the vertex $i$.

Again, as is common in clustering procedures, we compute the spectral decomposition of $L$. $L$ has $\lambda_1 \leq \cdots \leq \lambda_T$ as eigenvalues and $V^1, \ldots, V^T$ as (normed) eigenvectors: $V^j = (V^j_1, \ldots, V^j_T)$. 
The kernel estimator that will be studied in the sequel is the following one: for an arbitrary point \( x \) of the graph:

\[
\hat{K}_\delta(x) := \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{T} \Phi(\delta \sqrt{\lambda_j}) V_i^j V_j^x.
\]

Here \( \delta \) is the bandwidth and \( \Phi \) is a “Littlewood–Paley function”, that is, \( \Phi \in C^\infty(\mathbb{R}) \) is a real-valued function with the following properties: \( \text{supp } \Phi \subset [0, 1] \) and \( \Phi(\lambda) = 1 \) for \( \lambda \in [0, 1/2] \).

3. Setting and motivation

We assume that \((\mathcal{M}, \rho, \mu)\) is a metric measure space equipped with a distance \( \rho \) and a positive Radon measure \( \mu \).

Let \( X_1, \ldots, X_n \) be independent identically distributed (i.i.d.) random variables on \( \mathcal{M} \) with common probability having a density function (pdf) \( f \) with respect to the measure \( \mu \). Our goal is to estimate the density \( f \). To an estimator \( \hat{f}_n \) of \( f \) we associate its risk:

\[
R_n(\hat{f}, f, p) = \mathbb{E}_f \left( \int_{\mathcal{M}} |\hat{f}_n(x) - f(x)|^p \mu(dx) \right)^{1/p} = \mathbb{E}_f \|\hat{f}_n - f\|_p, \quad 1 \leq p < \infty
\]
as well as its \( \mathbb{L}_\infty \) risk:

\[
R_n(\hat{f}, f, \infty) = \mathbb{E}_f \left( \text{ess sup}_{x \in \mathcal{M}} |\hat{f}_n(x) - f(x)| \right) = \mathbb{E}_f \|\hat{f}_n - f\|_\infty.
\]

We will operate in the setting described below. Most of the material related to the setting can be found in an extended form in papers [6,20]. Note that, depending on the results that will be established, some of the following conditions will be assumed, others will not.

3.1. Doubling and non-collapsing conditions

The following conditions are related to the “dimensional” structure of \( \mathcal{M} \). This notion which is one of the important parameters in statistical estimation may be subtle to define in complex models. It has often been linked with entropy. We propose, here instead, to connect the dimension with a more flexible notion, the doubling condition that was introduced in the 70s by R. Coifman and G. Weiss [5].

C1. We assume that the metric space \((\mathcal{M}, \rho, \mu)\) satisfies the following doubling volume condition:

\[
\mu(B(x, 2r)) \leq c_0 \mu(B(x, r)) \quad \text{for all } x \in \mathcal{M} \text{ and } r > 0,
\]

where \( B(x, r) := \{ y \in \mathcal{M} : \rho(x, y) < r \} \) and \( c_0 > 1 \) is a constant. The above implies that there exist constants \( c_0' \geq 1 \) and \( d > 0 \) such that

\[
\mu(B(x, \lambda r)) \leq c_0' \lambda^d \mu(B(x, r)) \quad \text{for all } x \in \mathcal{M}, r > 0, \text{ and } \lambda > 1.
\]

The least \( d \) such that (3.2) holds is the so called homogeneous dimension of \((\mathcal{M}, \rho, \mu)\).
From now on we will use the notation $|E| := \mu(E)$ for $E \subset \mathcal{M}$.

In developing adaptive density estimators in Section 8 we will additionally assume that $(\mathcal{M}, \rho, \mu)$ is a compact measure space with $\mu(\mathcal{M}) < \infty$ satisfying the following condition:

**C1A. Ahlfors regular volume condition:** There exist constants $c_1, c_2 > 0$ and $d > 0$ such that

$$c_1 r^d \leq |B(x, r)| \leq c_2 r^d, \quad \forall x \in \mathcal{M} \text{ and } 0 < r \leq \text{diam}(\mathcal{M}). \quad (3.3)$$

Clearly, condition **C1A** implies conditions **C1** and condition **C2** below with $d$ from (3.3) being the homogeneous dimension of $(\mathcal{M}, \rho, \mu)$.

It is interesting already to notice that $d$ will in effect play the role of dimension in the statistical results as well. Condition **C1A** is obviously true for $\mathcal{M} = \mathbb{R}^d$ with $\mu$ the Lebesgue measure. Also, under **C1A**, the doubling condition is precisely related to the metric entropy using the following lemma whose elementary proof can be found for instance in [3], Proposition 1. Note that it might be not true in general. For $\epsilon > 0$, we define, as usual, the covering number $N(\epsilon, \mathcal{M})$ as the smallest number of balls of radius $\epsilon$ covering $\mathcal{M}$.

**Lemma 3.1.** Under the condition **C1A** and if $\mathcal{M}$ is compact, there exist constants $c'$ and $c''$ such that

$$\frac{1}{c'} \left( \frac{1}{\epsilon} \right)^d \leq N(\epsilon, \mathcal{M}) \leq \frac{2^d}{c''} \left( \frac{1}{\epsilon} \right)^d, \quad (3.4)$$

for all $0 < \epsilon \leq \epsilon_0$.

The cases where **C1** is verified but not **C1A** are interesting but more complicated. They correspond to media $\mathcal{M}$ with non-homogeneous behavior: think of the spider web, with different zones with different characteristics or medical images. More examples will be given in the sequel.

**C2. Non-collapsing condition:** There exists a constant $c_3 > 0$ such that

$$\inf_{x \in \mathcal{M}} |B(x, 1)| \geq c_3 > 0. \quad (3.5)$$

This condition is not necessarily very restrictive. For instance, it is satisfied if $\mathcal{M}$ is compact. It is satisfied for $\mathbb{R}^d$ if $\mu$ is the Lebesgue measure, but untrue for $\mathbb{R}$ if $\mu$ is the Gaussian measure.

### 3.2. The underlying operator

Before delving into the specificity of our set of assumptions (described below), let us explain our motivation. A standard method in density estimation is the kernel estimation method. Namely, consider a family of functions $K_\delta: \mathcal{M} \times \mathcal{M} \to \mathbb{R}$, indexed by $\delta > 0$. Then the associated kernel density estimator is defined by

$$\hat{K}_\delta(x) := \frac{1}{n} \sum_{i=1}^n K_\delta(X_i, x), \quad x \in \mathcal{M}. \quad (3.6)$$
In the classical case of $\mathbb{R}^d$, an important family is the family of translation kernels $K_\delta(x,y) = \{\frac{1}{2}\}^d G(\frac{x-y}{\delta})$, where $G$ maps $\mathbb{R}^d$ into $\mathbb{R}$. When $\mathcal{M}$ is a more involved set such as a manifold or a set of graphs or matrices, the simple operations of translation and dilation may not be meaningful. Hence, even finding a family of kernels to start with might be challenging. As will be shown in Section 4.2 our assumptions will provide quite naturally a family of kernels.

When dealing with a kernel estimation method, it is standard to consider two quantities: $b_\delta(f) := \|\mathbb{E}_f \hat{K}_\delta - f\|_p$, $\|\xi f\|_p := \|\mathbb{E}_f \hat{K}_\delta - \mathbb{E}_f \hat{K}_\delta\|_p$. The analysis of the second (stochastic) term $\|\xi f\|_p$ can be reduced via Rosenthal inequalities to proper bounds on norms of $K_\delta(\cdot, \cdot)$ and $f$ (see the Lemmas 5.7, 5.8). The analysis of the first term $b_\delta(f)$ is linked to the approximation properties of the family $\mathbb{E}_f \hat{K}_\delta$. One can stop at this level and express the performance of an estimator in terms of $\|\mathbb{E}_f \hat{K}_\delta - f\|_p$. This is the purpose of oracle inequalities (see Theorem 4.4).

However, it is more compelling if the rate of approximation of the family $K_\delta$ is related to regularity properties of the function $f$. In $\mathbb{R}^d$ it is standardly proved (see, e.g., [17]) that if $K$ is a translation family with mild conditions on $K$, then polynomial rates of approximation are obtained for functions with Besov regularity. Therefore, an important issue becomes finding regularity spaces associated to a possibly complex set $\mathcal{M}$. On a compact metric space $(M, \rho)$ one can always define the scale of $s$-Lipschitz spaces by the following norm $\|f\|_{\text{Lip}_s} := \|f\|_\infty + \sup_{x \neq y} \frac{|f(x) - f(y)|}{\rho(x,y)^s}$, $0 < s \leq 1$.

On Euclidian spaces a function can be much more regular than Lipschitz; for instance, it can be differentiable of an arbitrary order. When $\mathcal{M}$ is a set where there is no obvious notion of differentiability, one can introduce regularity spaces by means of an operator that is an analogue of the Laplace operator on $\mathbb{R}^d$ or a Riemannian manifold. To make this point more clear, we next discuss the classical case of Sobolev spaces $W^k_2$ on $\mathbb{R}^d$. The space $W^k_2$ is defined as the set of all functions $f$ on $\mathbb{R}^d$ such that in weak sense $\partial_1^{k_1} \cdots \partial_d^{k_d} f \in L^2$, $\sum_{i=1}^d k_i \leq k$, and

$$\|f\|_{W^k_2} = \sum_{\sum_{j=1}^d k_j \leq k} \|\partial_1^{k_1} \cdots \partial_d^{k_d} f\|_2 < \infty.$$ 

As is well known $\mathcal{F}(\partial_j^k f)(\xi) = (i \xi_j)^k \mathcal{F}(f)(\xi)$, where $\mathcal{F}(f)(\xi) := \int_{\mathbb{R}^d} f(x)e^{-ix\cdot\xi} dx$ is the Fourier transform of $f$. Now, applying Plancherel’s identity we get, using the notation $|\xi|^2 := \sum_{i=1}^d |\xi_i|^2$,

$$\|f\|_{W^k_2} = \sum_{\sum_{j=1}^d k_j \leq k} \|\xi_1^{k_1} \cdots \xi_d^{k_d} \mathcal{F}(f)(\xi)\|_2 \sim \|\mathcal{F}(f)(\xi)\|_2 + \|\xi|^k \mathcal{F}(f)(\xi)\|_2.$$ 

Let $A$ be the operator defined by the identity

$$\mathcal{F}(A(f))(\xi) = |\xi| \mathcal{F}(f)(\xi),$$ 

that is, $A(f) = \mathcal{F}^{-1}(|\xi| \mathcal{F}(f)(\xi))$.

Then

$$\|f\|_{W^k_2} \sim \sum_{0 \leq l \leq k} \|A^l f\|_2 \quad (A^0 = I_d).$$ 

Clearly, the operator $A$ is not a differential operator (even in dimension $d = 1$).
In this framework, the differential operator $\Delta = \sum_{j=1}^d \partial_j^2$ (Laplacian) plays a prominent role. We have
\[ \mathcal{F}(-\Delta f)(\xi) = |\xi|^2 \mathcal{F}(f)(\xi) = A^2(f) \quad \text{and hence } A^2 = -\Delta \text{ or } A = \sqrt{-\Delta}. \]
The advantage of the operator $\sqrt{-\Delta}$ over $\Delta$ is that it is a first order operator, while $\Delta$ is of order two; $\sqrt{-\Delta}$ is a good substitute for differentiation. As a result the Sobolev spaces $W^k_2$, $k \in \mathbb{N}$, are naturally described in terms of the operator $\sqrt{-\Delta}$. The situation is quite similar if $\mathcal{M}$ is a Riemannian manifold.

The above discussion leads to the conclusion that regularity spaces can naturally be defined via operators that behave as the Laplace operator on $\mathbb{R}^d$. This is the underlying idea of our development in this article. It is by now well understood that “good operators” are the ones that are self-adjoint, positive, and defined on a metric measure space $(\mathcal{M}, \rho, \mu)$ with the doubling property of the measure (see (3.1)) and whose heat kernel has Gaussian localization. This is precisely the setting introduced in [6,20] that we adopt in this article. This setting is rich enough to allow the development of the Littlewood–Paley theory in almost complete analogy with the classical case on $\mathbb{R}^d$ and at the same time it is sufficiently general to cover a number of interesting cases as will be shown in what follows. In particular, the setting allows to develop Besov spaces $B^p_{pq}$ with complete set of indices. As will be seen it is also sufficiently flexible in allowing to develop kernel and wavelet density estimators.

Our main assumption is that the space $(\mathcal{M}, \rho, \mu)$ is complemented by an essentially self-adjoint non-negative operator $L$ on $L^2(\mathcal{M}, \mu)$, mapping real-valued to real-valued functions, such that the associated semigroup $P_t = e^{-tL}$ (see the formal definition in Section 4.1) consists of integral operators with the (heat) kernel $p_t(x,y)$ obeying the following conditions:

**C3. Gaussian localization:** There exist constants $c_4, c_5 > 0$ such that
\[ |p_t(x,y)| \leq \frac{c_4 \exp\left(-\frac{c_5 \rho^2(x,y)}{t}\right)}{(|B(x, \sqrt{t})||B(y, \sqrt{t})|)^{1/2}} \quad \text{for all } x, y \in \mathcal{M}, t > 0. \] (3.7)

**C4. Hölder continuity:** There exists a constant $\alpha > 0$ such that
\[ |p_t(x,y) - p_t(x',y')| \leq c_4 \left( \frac{\rho(y,y')}{\sqrt{t}} \right)^{\alpha} \frac{\exp\left(-\frac{c_5 \rho^2(x,y)}{t}\right)}{(|B(x, \sqrt{t})||B(y, \sqrt{t})|)^{1/2}} \] (3.8)

for $x, y, y' \in \mathcal{M}$ and $t > 0$, whenever $\rho(y,y') \leq \sqrt{t}$.

**C5. Markov property:**
\[ \int_{\mathcal{M}} p_t(x,y) d\mu(y) = 1 \quad \text{for all } x \in \mathcal{M} \text{ and } t > 0. \] (3.9)

Above $c_0, c_1, c_2, c_3, c_4, c_5, d, \alpha > 0$ are structural constants. These technical assumptions express that fact that the Heat kernel associated with the operator $L$ behaves as the standard Heat kernel of $\mathbb{R}^d$. 
3.3. Typical examples

Here we present some examples of setups that are covered by the setting described above. We will use these examples in what follows to illustrate our theory. More involved examples will be given Section 1 of the Supplementary Material [4].

3.3.1. Classical case on $\mathcal{M} = \mathbb{R}^d$

Here $\mu$ is the Lebesgue measure and $\rho$ is the Euclidean distance on $\mathbb{R}^d$. In this case, we consider the operator

$$-Lf(x) = \sum_{j=1}^{d} \partial_i^2 f(x) = \text{div}(\nabla f)(x),$$

defined on the space $\mathcal{D}(\mathbb{R}^d)$ of $C^\infty$ functions with compact support. As is well known the operator $L$ is positive essentially self-adjoint and has a unique extension to a positive self-adjoint operator. The associate semigroup $e^{-tL}$ is given by the operator with the Gaussian kernel:

$$p_t(x,y) = \left(\frac{4}{4\pi t}\right)^{-\frac{d}{2}} \exp(-\frac{|x-y|^2}{4t}).$$

3.3.2. Periodic case on $\mathcal{M} = [-1, 1]$

Here $\mu$ is the Lebesgue measure and $\rho$ is the Euclidean distance on the circle. The operator is $Lf = -f''$, defined on the set on infinitely differentiable periodic functions. It has eigenvalues $\lambda_k = k^2\pi^2$ for $k \in \mathbb{N}$ and eigenspaces

$$\ker(L) = E_0 = \text{span}\left\{\frac{1}{\sqrt{2}}\right\}, \quad \ker(L - k^2\pi^2 I_d) = E_{\lambda_k} = \text{span}\{\cos k\pi x, \sin k\pi x\}.$$

3.3.3. Non-periodic case on $\mathcal{M} = [-1, 1]$ with Jacobi weight

Note that this example, further developed in Section 1 of the Supplemental Material [4], can arise when dealing with data issued from a density which itself has received a folding treatment such as in the Wicksell problem \[18,21\]. Now, the measure is

$$d\mu_{\alpha,\beta}(x) = w_{\alpha,\beta}(x) dx = (1 - x)^\alpha(1 + x)^\beta d x, \quad \alpha, \beta > -1,$$

the distance is $\rho(x, y) := |\arccos x - \arccos y|$, and $L$ is the Jacobi operator

$$Lf(x) := -\left[\frac{w_{\alpha,\beta}(x)(1 - x^2)f'(x))}{w_{\alpha,\beta}(x)}\right].$$

Conditions C1–C5 are satisfied, but not the Ahlfors condition C1A, unless $\alpha = \beta = -\frac{1}{2}$. The discrete spectral decomposition of $L$ is given by one dimensional spectral spaces:

$$\mathbb{L}^2(M, \mu_{\alpha,\beta}) = \bigoplus_{\lambda_k} E_{\lambda_k}{\alpha,\beta}, \quad E_{\lambda_k}{\alpha,\beta} = \ker(L - \lambda_k{\alpha,\beta} I_d) = \text{span}\{P_k{\alpha,\beta}(x)\},$$

where $P_k{\alpha,\beta}(x)$ is the $k$th degree Jacobi polynomial and $\lambda_k{\alpha,\beta} = k(k + \alpha + \beta + 1)$. 

3.3.4. Riemannian manifold $\mathcal{M}$ without boundary

If $\mathcal{M}$ is a Riemannian manifold, then the Laplace operator $\Delta_M$ is well defined on $M$ (see [16]) and we consider

$$L = -\Delta_M.$$  

If $\mathcal{M}$ is compact, then conditions C1–C5 are verified, including the Ahlfors condition C1A. Furthermore, there exists an associated discrete spectral decomposition with finite dimensional spectral eigenspaces of $L$:

$$L^2(\mathcal{M}, \mu) = \bigoplus E_{\lambda_k}, \quad E_{\lambda_k} = \ker(L - \lambda_k I_d), \lambda_0 = 0 < \lambda_1 < \lambda_1 < \cdots.$$ 

3.3.5. Unit sphere $\mathcal{M} = \mathbb{S}^{d-1}$ in $\mathbb{R}^d$, $d \geq 3$

This is the most famous Riemannian manifold with the induced structure from $\mathbb{R}^d$. Here $\mu$ is the Lebesgue measure on $\mathbb{S}^{d-1}$, $\rho$ is the geodesic distance on $\mathbb{S}^{d-1}$: $\rho(\xi, \eta) = \arccos(\langle \xi, \eta \rangle_{\mathbb{R}^d})$, and $L := -\Delta_0$ with $\Delta_0$ being the Laplace–Beltrami operator on $\mathbb{S}^{d-1}$. The spectral decomposition of the operator $L$ can be described as follows:

$$L^2(\mathbb{S}^{d-1}, \mu) = \bigoplus E_{\lambda_k}, \quad E_{\lambda_k} = \ker(L - \lambda_k I_d), \lambda_k = k(k + d - 2).$$

Here $E_{\lambda_k}$ is the restriction to $\mathbb{S}^{d-1}$ of harmonic homogeneous polynomials of degree $k$ (spherical harmonics), see [34]. We have $\dim(E_{\lambda_k}) = \binom{d}{k} - \binom{d}{k+1}$. 

3.3.6. Lie group of matrices: $\mathcal{M} = \text{SU}(2)$

This example is interesting in astrophysical problems, especially in the measures associated to the CMB, where instead of only measuring the intensity of the radiation we also measure its polarization. By definition

$$\text{SU}(2) := \left\{ \begin{pmatrix} a & b \\ -\bar{b} & \bar{a} \end{pmatrix}, a, b \in \mathbb{C}, |a|^2 + |b|^2 = 1 \right\}$$

$$= \left\{ \begin{pmatrix} \sin \theta e^{i\phi} & -\cos \theta e^{-i\psi} \\ \cos \theta e^{i\psi} & \sin \theta e^{-i\phi} \end{pmatrix}, 0 \leq \phi, \psi < 2\pi; 0 \leq \theta < \frac{\pi}{2} \right\}.$$

The normalized Haar measure (see [9]) is given by

$$\int_{\text{SU}(2)} f \, d\mu = \frac{1}{2\pi^2} \int_0^{2\pi} \int_0^{2\pi} \int_0^{\frac{\pi}{2}} f \left( \begin{pmatrix} \sin \theta e^{i\phi} & -\cos \theta e^{-i\psi} \\ \cos \theta e^{i\psi} & \sin \theta e^{-i\phi} \end{pmatrix} \right) \sin \theta \cos \theta \, d\phi \, d\psi \, d\theta.$$

Thus

$$q \in \text{SU}(2) \iff q \in M(2, \mathbb{C}), \quad q^{-1} = -q^*, \quad \det(q) = 1.$$

This is a compact group which topologically is the sphere $\mathbb{S}^3 \subset \mathbb{R}^4$. So, if

$$x = \begin{pmatrix} x_1 + ix_2 \\ -(x_3 - ix_4) \end{pmatrix}, \quad y = \begin{pmatrix} y_1 + iy_2 \\ -(y_3 - iy_4) \end{pmatrix}, \quad x_1 - ix_2, \quad y_1 - iy_2$$
with \( \|y\|^2 = \sum_i y_i^2 = 1 = \|x\|^2 = \sum_i x_i^2 \), then
\[
\langle x, y \rangle_4 = \sum_i x_i y_i = \frac{1}{2} \text{Tr}[xy^*].
\]

Therefore,
\[
\rho_{\text{SU}(2)}(x, y) = \arccos \left( \frac{1}{2} \text{Tr}[xy^*] \right)
\]
and for any \( q, x, y \in \text{SU}(2) \) we have \( v = \rho_{\text{SU}(2)}(qx, qy) = \rho_{\text{SU}(2)}(xq, yq) = \rho_{\text{SU}(2)}(x, y) \). The eigenvalues of \( L = -\Delta \) are \( \lambda_k = k(k+2) \) and the dimension of the respective eigenspaces \( E_{\lambda_k} \) is \( (k+1)^2 \).

**Remark 3.2.** Looking at some of these examples an important question already arises: how to choose in a given problem the distance \( \rho \) as well as the dominating measure before even choosing the operator \( L \) and a class of regularity? In \( \mathbb{R}^d \), most often the Euclidean distance and the Lebesgue measure seem more or less unavoidable. In some other cases it might not be so obvious.

Let us take for instance, the simple case of \( \mathcal{M} = [-1, 1] \). The cases of the ball, the simplex (see Section 1 of the Supplementary Material [4]) and more generally sets with boundaries give rise in fact to identical discussions. Therefore, we will focus on the case of the interval.

So, if \( \mathcal{M} = [-1, 1] \), a possible choice and probably the most standard one in statistical examples could be taking \( \rho \) as the Euclidean distance and \( \mu \) as the Lebesgue measure. Then standard kernel and wavelet statistical methods are available. However, “something” which generally is often swept under the carpet or not really detailed has to be “done” about the boundary points \( \{-1, 1\} \). Often special regularity conditions are assumed about these boundary points such as \( f(-1) = f(1) = 0 \) (see Section 3.3.2), which de facto lead to different methods for representing the functions to be estimated.

Let us now look at the choices (again for the interval \([-1, 1]\), Section 3.3.3) that are made in the “Jacobi” case. The distance \( \rho(x, y) = |\text{arccos} x - \text{arccos} y| \) suggests a one-to-one correspondence with the semi-circle. The measure \( d\mu_{\alpha,\beta}(x) = (1-x)^\alpha (1+x)^\beta \, dx \) \( \alpha, \beta > -1 \), suggests that the points in the middle of the interval (say from \([-\frac{1}{2}, +\frac{1}{2}]\), where the measure behaves as the Lebesgue measure) will not be weighted in the same way as the points near the boundaries. In some cases, this makes perfect sense. For instance, if one needs to give a hard weight on these points because they require special attention, or on the contrary a small one.

Apart from these considerations, there are in fact two measures in the family \( \mu_{\alpha,\beta} \) that are undeniable if \( \mathcal{M} = [-1, 1] \) equipped with the distance \( \rho(x, y) = |\text{arccos} x - \text{arccos} y| \). The first one is the Lebesgue measure (because Lebesgue is always undeniable), corresponding to \( \alpha = \beta = 0 \). The second one is \( \mu_{-\frac{1}{2}, -\frac{1}{2}} \), because in that case there is a one-to-one identification between \( (\mathcal{M}, \rho, \mu_{-\frac{1}{2}, -\frac{1}{2}}) \) and the semi circle equipped with the Euclidean distance and Lebesgue measure.

If we look more precisely into these two choices, we see that for the last case all required conditions, including the Ahlfors condition are satisfied, and the dimension \( d = 1 \), which is intuitively expected. Let us now observe that the case of the Lebesgue measure \( \mu_{0,0} \) would lead to a larger dimension \( d = 2 \).
4. Kernel density estimator on metric measure space

4.1. Functional calculus associated to $L$

A key trait of our setting is that it allows to develop a smooth functional calculus. Let $E_\lambda$, $\lambda \geq 0$, be the spectral resolution associated with the operator $L$ in our setting. As $L$ is non-negative, essentially self-adjoint and maps real-valued to real-valued functions, then for any real-valued, measurable, and bounded function $h$ on $\mathbb{R}_+$, the operator

$$h(L) := \int_0^\infty h(\lambda) \, dE_\lambda,$$

is well defined on $L^2(M)$. The operator $h(L)$, called spectral multiplier, is bounded on $L^2(M)$, self-adjoint, and maps real-valued to real-valued functions [37]. We will be interested in integral spectral multiplier operators $h(L)$. If $h(L)(x, y)$ is the kernel of such an operator, it is real-valued and symmetric. From condition C4 of our setting we know that $e^{-tL}$ is an integral operator whose (heat) kernel $p_t(x, y)$ is symmetric and real-valued: $p_t(y, x) = p_t(x, y) \in \mathbb{R}$.

Observe that in the simple case (most common case in this paper) when the spectrum of $L$ is discrete, $L$ has eigenvalues $\lambda_0 < \lambda_1 < \cdots$, and $h(L)$ is an integral operator with kernel

$$h(L)(x, y) = \sum_k h(\lambda_k) P_k(x, y),$$

with $P_k(x, y) = \sum_i v_{i}^{\lambda_k}(x) v_{i}^{\lambda_k}(y)$ (projector operator), where $v_{i}^{\lambda_k}(x)$, $i = 1, \ldots, \dim(E_{\lambda_k})$ is an orthonormal basis of $E_{\lambda_k}$, the eigenspace associated with the eigenvalue $\lambda_k$.

Our further development will heavily depend on the following result from the smooth functional calculus induced by the heat kernel, developed in [20], Theorem 3.4. It asserts that if a function $g(u)$ on $\mathbb{R}$ is even, compactly supported and sufficiently smooth, then the kernel of the operator $g(\delta \sqrt{L})$ is very well localized. Note that the operator with kernel $[\frac{1}{\delta} G(\frac{x-y}{\delta})]$ on $\mathbb{R}^d$, where $G : \mathbb{R}^d \to \mathbb{R}$ is a bounded compactly supported function, has a similar localization.

**Theorem 4.1.** Under the conditions C1–C5, let $g \in C^N(\mathbb{R})$, $N > d$, be even, real-valued, and $\text{supp} \, g \subset [-R, R]$, $R > 0$. Then $g(\delta \sqrt{L})$, $\delta > 0$, is an integral operator with kernel $g(\delta \sqrt{L})(x, y)$ satisfying

$$\left| g(\delta \sqrt{L})(x, y) \right| \leq c \left| B(x, \delta) \right|^{-1} (1 + \delta^{-1} \rho(x, y))^{-N + \frac{d}{2}}, \quad \forall x, y \in \mathcal{M},$$

where $c > 0$ is a constant depending on $\|g\|_\infty$, $\|g^{(N)}\|_\infty$, $N$, $R$ and the constants $c_0$, $c_4$, $c_5$ from our setting. Furthermore, for any $\delta > 0$ and $x \in \mathcal{M}$

$$\int_\mathcal{M} g(\delta \sqrt{L})(x, y) \, d\mu(y) = g(0).$$

This result is a building block for the localization properties of the kernel estimators considered in the sequel.
4.1.1. Examples

Here we revisit some of the examples from Section 3.3 and in each case we specify the form of the kernels of the spectral multipliers operators $h(L)$.

(a) Let $\mathcal{M} = [-1, 1]$ be in the periodic case (Section 3.3.2). It is readily seen that the projection operators are: $P_0(x, y) = \frac{1}{2}$, $P_k(x, y) = \cos k \pi (x - y)$. Hence, formally, $h(L)(x, y) = \frac{1}{2} h(0) + \sum_{k \geq 1} h(k^2 \pi^2) \cos k \pi (x - y), \ x, y \in [-1, 1]$.

(b) If $\mathcal{M}$ is a Riemannian manifold (Section 3.3.4), then $h(L)$ is a kernel operator with kernel $h(L)(x, y) = \sum_k h(\lambda_k) P_k(x, y)$, where $P_k(x, y) = \sum_i v_{\lambda_k}^i(x) v_{\lambda_k}^i(y)$, where $v_{\lambda_k}^i(x), i = 1, \ldots, \dim(E_{\lambda_k})$ is an orthonormal basis of $E_{\lambda_k}$.

(c) In the case of the sphere (Section 3.3.5), the orthogonal projector operator $P_{E_{\lambda_k}}: L^2(S^{d-1})$ to $E_{\lambda_k}$ is a kernel operator with kernel of the form $P_k(\xi, \eta) = L_k(\langle \xi, \eta \rangle_{R^d})$, where $L_k(x) = \frac{1}{|S^{d-1}|} (1 + \frac{k}{\nu}) C^\nu_k(x), \nu = \frac{d-2}{2}$. Here $C^\nu_k(x)$ is the Gegenbauer polynomials of degree $k$. Usually, the polynomials $\{C^\nu_k(x)\}$ are defined by the generating function $\frac{1}{(1 - 2 rx + r^2)^\nu} = \sum_{k \geq 0} r^k C^\nu_k(x), |r| < 1, |x| < 1$. Hence, formally $h(L)(\xi, \eta) = \sum_k h(k(k + d - 2)) L_k(\langle \xi, \eta \rangle_{R^d}), \xi, \eta \in S^{d-1}$.

(d) In the case of SU(2) (Section 3.3.6), the orthogonal projector $P_k: L^2(SU(2))$ to $E_{\lambda_k}$ is the operator with kernel $p_k(\xi, \eta) = L_k(\frac{1}{2} \text{Tr} [\xi^* \eta])$, where $L_k(x) = \frac{1}{|S^1|} (1 + k) C^1_k(x)$. Hence, formally $h(L)(\xi, \eta) = \sum_k h(k(k + 2)) L_k(\frac{1}{2} \text{Tr} [\xi^* \eta]), \xi, \eta \in SU(2)$.

Observe that in each example from above, if $h(u) := g(\delta \sqrt{u})$, where $g(u)$ is even, compactly supported and sufficiently smooth, then $h(L)$ is an integral operator with kernel localized as specified in Theorem 4.1.

4.2. Kernel density estimators on the metric measure space $\mathcal{M}$

Our goal in this section is to introduce and study kernel density estimators (kde’s) on a metric measure space $(\mathcal{M}, \rho, \mu)$ in setting described above. More precisely, we assume that conditions C1–C5 are satisfied, and do not necessarily assume the Ahlfors regular volume condition C1A.

To explain our construction of kernel estimators, we begin by considering the classical example of the periodic case on $\mathcal{M} = [-1, 1]$, presented in Section 3.3.2. In this setting, the following nonparametric estimator is standard

\[ \hat{f}_T(x) = \frac{1}{2} + \frac{1}{n} \sum_{i=1}^{n} \sum_{1 \leq k \leq T} \cos k \pi (x - X_i). \]

It falls into the category of orthogonal series estimators. It is well known that these estimators have nice $L^2$ properties but can drastically fail in $L^p$, $p \neq 2$, or locally.

In this setting, we replace $\hat{f}_T$ by a “smoothed version” defined by

\[ \hat{K}_\delta(x) = \frac{1}{2} K(0) + \frac{1}{n} \sum_{i=1}^{n} K(\delta k) \cos k \pi (x - X_i) \]

(4.4)
with \( K_\delta(x, y) = \frac{1}{2} K(0) + \sum_{k \geq 1} K(\delta k) \cos k\pi(x - y) \), where \( K \) is a smooth and rapidly decaying (or compactly supported) function on \( \mathbb{R}_+ \).

In analogy to this case, replacing the circle by \( \mathcal{M} \) and the Laplacian by the operator \(-L\) we can naturally introduce kde’s on \( \mathcal{M} \) by means of the machinery of spectral multipliers.

We will use Theorem 4.1 to define a family of multiplier operators whose kernels are suitable for the construction of kernel density estimators on \( \mathcal{M} \) and introduce the kde’s in the general setting of this article.

**Definition 4.2.** Let \( X_1, \ldots, X_n \) be i.i.d. random variables on \( \mathcal{M} \). Let \( K(\delta \sqrt{L})(x, y) \) with \( 0 < \delta \leq 1 \) (the bandwidth) be the kernel of the integral operator \( K(\delta \sqrt{L}) \), where \( K : \mathbb{R}_+ \to \mathbb{R} \). The associated kernel density estimator is defined by

\[
\hat{K}_\delta(x) := \frac{1}{n} \sum_{i=1}^{n} K(\delta \sqrt{L})(X_i, x), \quad x \in \mathcal{M}.
\]  

(4.5)

**Remarks 4.3.** Again the analogy with the torus case could lead to the choice of \( K \) to be the indicator function of the interval \([0, 1]\), for instance. This choice would induce \( L^2 \) properties, but not \( L^p \) because this function is not smooth enough to get the localization of \( K(\delta \sqrt{L})(x, y) \) from Theorem 4.1.

If \( K(\lambda) = e^{-\lambda^2} \), then \( K(\delta \sqrt{L})(x, y) = p_{\delta^2}(x, y) \) (the “heat kernel”) can be used to define a kernel density estimator. This choice relates to the Bayesian estimator provided in [3].

The kernel estimators from (4.5) although constructed using orthogonal projectors, because of the smoothing function \( K \) will have properties that are comparable to translation kernel estimators in \( \mathbb{R}^d \). In \( \mathbb{R}^d \) some properties such as a number of moment annulation (see for instance [35]) to get a correct bias are required which will be here replaced by the vanishing properties at infinity of the function \( K \) and its smoothness.

### 4.3. Upper bound estimates for kernel density estimators

We will especially study kernel density estimators induced by compactly supported \( C^\infty \) multipliers, often called Littlewood–Paley functions. In fact other type of kernels among the family of multipliers could lead to similar results. More explicitly, let \( \Phi \) be an even \( C^\infty(\mathbb{R}) \) real-valued function with the following properties:

\[
\text{supp } \Phi \subset [-1, 1] \quad \text{and} \quad \Phi(\lambda) = 1 \quad \text{for } \lambda \in [-1/2, 1/2].
\]  

(4.6)

By Theorem 4.1, it follows that \( \Phi(\delta \sqrt{L}) \) is an integral operator with well localized symmetric kernel \( \Phi(\delta \sqrt{L})(x, y) \) and the Markov property:

\[
\int_{\mathcal{M}} \Phi(\delta \sqrt{L})(x, y) d\mu(y) = 1.
\]  

(4.7)
We will denote by $E = E_f$ the expectation with respect to the probability measure $P = P_f$, and we will consider the class of Littlewood–Paley kde’s:

$$\hat{\Phi}_\delta(x) = \hat{\Phi}_\delta(x, X_1, \ldots, X_n) := \frac{1}{n} \sum_{i=1}^{n} \Phi(\delta \sqrt{L})(x, X_i), \quad \forall x \in M. \quad (4.8)$$

### 4.3.1. Explicit examples of Littlewood Paley kernel density estimators

We now present specific examples of kernel density estimators induced by the setups in Section 3.3 (see also Section 4.1.1). We have already discussed the periodic case on $[-1, 1]$ in (4.4).

(a) On $[-1, 1]$ in the Jacobi framework (Section 3.3.3), we get the following estimator:

$$\hat{\Phi}_\delta(x) = \frac{1}{n} \sum_{i=1}^{n} \sum_k \Phi(\delta \sqrt{k(k + \alpha + \beta + 1)}) P_k^{\alpha, \beta}(x) P_k^{\alpha, \beta}(X_i) \quad \text{for} \quad x \in [-1, 1],$$

where $P_k^{\alpha, \beta}(x)$ is the normalized $k$th degree Jacobi polynomial.

(b) For the sphere (Section 3.3.5), we get

$$\hat{\Phi}_\delta(x) = \frac{1}{n} \sum_{i=1}^{n} \sum_k \Phi(\delta \sqrt{k(k + d - 2)}) L_k(\langle x, X_i \rangle_{\mathbb{R}^d}) \quad \text{for} \quad x \in S^{d-1},$$

where $L_k(x) = \frac{1}{|S^{d-1}|}(1 + \frac{k}{v}) C_k^v(x)$, $v = \frac{d - 2}{2}$.

(c) For $SU(2)$ (Section 3.3.6), we get

$$\hat{\Phi}_\delta(x) = \frac{1}{n} \sum_{i=1}^{n} \sum_k \Phi(\delta \sqrt{k(k + 2)}) L_k(\frac{1}{2} \text{Tr}[X_i x^*]) \quad \text{for} \quad x \in SU(2),$$

with $L_k(x) = \frac{1}{|S^3|}(1 + k) C_k^1(x)$.

### 4.3.2. Upper bound results

We first establish oracle inequalities for the kernel density estimators introduced in Definition 4.2.

**Theorem 4.4.** Assume $1 \leq p \leq \infty$ and let $\Phi$ be a Littlewood–Paley function as above. In the setting described above and with $\hat{\Phi}_\delta$ from (4.8), we have:

(i) If $2 \leq p < \infty$, then

$$\mathbb{E} \| \hat{\Phi}_\delta - f \|_p \leq \frac{c(p)}{(n\delta d)^{1 - \frac{1}{p}}} + \frac{c(p)}{(n\delta d)^{\frac{1}{2}}} \| f \|_{\frac{1}{2}} + \| \Phi(\delta \sqrt{L}) f - f \|_p, \quad 0 < \delta \leq 1.$$
(ii) If \(1 \leq p < 2\) and \(\text{supp}(f) \subset B(x_0, R)\) for some \(x_0 \in \mathcal{M}\) and \(R > 0\), then
\[
\mathbb{E}\|\hat{\Phi}_\delta - f\|_p \leq \frac{c(p)}{(n\delta^d)^{1/2}} |B(x_0, R)|^{1/p - 1/2} + \| \Phi(\delta \sqrt{L}) f - f \|_p, \quad 0 < \delta \leq 1.
\]

(iii) There exists a constant \(c\) such that for any \(q \geq 2\) and \(0 < \delta \leq 1\) we have
\[
\mathbb{E}\|\hat{\Phi}_\delta - f\|_\infty \leq c \delta^{-d/q} \left( \frac{q}{(n\delta^d)^{1/2}} \| f \|_\infty \right)^{1/2} + \| \Phi(\delta \sqrt{L}) f - f \|_\infty.
\]

We next estimate the rates of \(L^p\)-approximation of pdf’s \(f\) belonging to Besov space balls by kernel estimators. The precise definition of the Besov space \(B^s_{p,\tau}\) will be given in Section 5.4 below. Define
\[
B^s_{p,\tau}(m) := \{ f \text{ is pdf: } \| f \|_{B^s_{p,\tau}} \leq m \}
\]
and
\[
B^s_{p,\tau}(m, x_0, R) := \{ f \in B^s_{p,\tau}(m) : \text{supp } f \subset B(x_0, R) \}, \quad x_0 \in \mathcal{M}, m, R > 0.
\]

Here is our main result on the properties of our kernel estimators for density functions in Besov spaces, when the risk and the regularity classes are defined with the same norm.

**Theorem 4.5.** Assume \(s > 0\), \(1 \leq p \leq \infty\), \(0 < \tau \leq \infty, m > 0\), and let \(\Phi\) be a Littlewood–Paley function as above. In the setting described above and with \(\hat{\Phi}_\delta\) from (4.8) we have:

(i) If \(2 \leq p < \infty\) and \(\delta = n^{-\frac{1}{2s+d}}\), then
\[
\sup_{f \in B^s_{p,\tau}(m)} \mathbb{E}\|\hat{\Phi}_\delta - f\|_p \leq cn^{-\frac{s}{2s+d}}.
\]

(ii) If \(1 \leq p < 2\), \(x_0 \in \mathcal{M}, R > 0\), and \(\delta = n^{-\frac{1}{2s+d}}\), then
\[
\sup_{f \in B^s_{p,\tau}(m, x_0, R)} \mathbb{E}\|\hat{\Phi}_\delta - f\|_p \leq cn^{-\frac{s}{2s+d}}.
\]

(iii) If \(\delta = (\frac{\log n}{m})^{1/(2s+d)}\), then
\[
\sup_{f \in B^s_{\infty,\tau}(m)} \mathbb{E}\|\hat{\Phi}_\delta - f\|_\infty \leq c \left( \frac{\log n}{m} \right)^{\frac{s}{2s+d}}.
\]

The proofs of Theorems 4.4 and 4.5 will be preceded by several definitions and ancillary claims that we place in the next subsection. The actual proof will be given in Section 6.
Remarks 4.6. Note that we do not claim that the above rates are necessarily minimax, although they show similarities with the results established in $\mathbb{R}^d$.

The length of the paper does not allow to investigate the full lower bounds results. Let us only mention that if we add the Ahlfors condition $C1A$ to the setting, then matching lower bounds can be obtained by direct adaptation of the proof given in the case of the sphere in [1]. In the case where the Ahlfors condition is not valid, the problem is more complex since not only the regularity might be non-homogeneous due to Besov conditions but also the dimension itself may vary spatially. In this case, the upper bounds might not be optimal.

It is interesting to compare the obtained upper bounds for $\mathcal{M} = [-1, 1]$ in different cases (torus or Jacobi). In the torus case, no surprise, the rate is the usual one with dimension $d = 1$. In the Jacobi case, the dimension is $d = 1 + (2\alpha + 1)_+ \lor (2\beta + 1)_+$, which in the particular case $\alpha = \beta = 0$ (corresponding to $\mu$ the Lebesgue measure), gives a slower rate than the usual one. This is due to the fact that the boundary affects the spaces and the approximation rate is not the same. In the case $\alpha = \beta = -\frac{1}{2}$ that corresponds to perfect identification of $[-1, 1]$ with the semi-circle (see Remark 3.2) the rate is the usual with dimension $d = 1$.

5. Besov spaces and wavelets in geometric setting

In this section, we collect some basic technical facts and results related to the setting described in Section 3 that will be crucial for the properties of the density estimators. Most of them can be found in [6,14,20].

5.1. Geometric properties

Conditions $C1$ and $C2$ yield

$$|B(x, r)| \geq (c_3/c_0)r^d, \quad x \in \mathcal{M}, 0 < r \leq 1. \quad (5.1)$$

To compare the volumes of balls with different centers $x, y \in \mathcal{M}$ and the same radius $r$ we will use the inequality

$$|B(x, r)| \leq c_0 \left(1 + \frac{\rho(x, y)}{r}\right)^d |B(y, r)|, \quad x, y \in \mathcal{M}, r > 0. \quad (5.2)$$

As $B(x, r) \subset B(y, \rho(y, x) + r)$ the above inequality is immediate from (3.2).

We will also need the following simple inequality (see [6], Lemma 2.3): If $\tau > d$, then for any $\delta > 0$

$$\int_{\mathcal{M}} (1 + \delta^{-1} \rho(x, y))^{-\tau} \, d\mu(y) \leq c |B(x, \delta)|, \quad x \in \mathcal{M}, \quad (5.3)$$

where $c = (2^{-d} - 2^{-\tau})^{-1}$. 


5.2. Spectral spaces

We recall the definition of the spectral spaces $\Sigma^p_\lambda$, $1 \leq p \leq \infty$, from [6]. Denote by $C_c^\infty(\mathbb{R})$ the set of all even real-valued compactly supported functions. We define

$$\Sigma^p_\lambda := \{ f \in L^p(M) : \theta(\sqrt{L})f = f \text{ for all } \theta \in C_c^\infty(\mathbb{R}), \theta \equiv 1 \text{ on } [0, \lambda] \}, \quad \lambda > 0.$$ 

We will need the following proposition (Nikolski type inequality):

**Proposition 5.1.** Let $1 \leq p \leq q \leq \infty$. If $g \in \Sigma^p_\lambda$, $\lambda \geq 1$, then $g \in \Sigma^q_\lambda$ and

$$\|g\|_q \leq c_\star \lambda^{d(1/p - 1/q)} \|g\|_p, \quad (5.4)$$

where the constant $c_\star > 1$ is independent of $p$ and $q$.

This proposition was established in [6], Proposition 3.12 (see also [20], Proposition 3.11). We present its proof in the Supplementary Material [4] because we need to control the constant $c_\star$.

5.3. Wavelets

In the setting of this article, wavelet type frames for Besov and Triebel–Lizorkin spaces are developed in [20]. Here, we review the construction of the frames from [20] and their basic properties. Indeed, in this setting the ‘wavelets’ do not form an orthonormal basis but a frame. In this case, the construction of a ‘dual wavelet system’ is necessary to get a representation of type (5.10).

This construction is inspired by to the Littlewood–Paley construction of the standard wavelets introduced by [11–13].

The construction of frames involves a “dilation” constant $b > 1$ whose role is played by 2 in the wavelet theory on $\mathbb{R}$.

The construction starts with the selection of a function $\Psi_0 \in C^\infty(\mathbb{R}_+)$ with the properties: $\Psi_0(\lambda) = 1$ for $\lambda \in [0, 1]$, $0 \leq \Psi_0(\lambda) \leq 1$, and $\text{supp } \Psi_0 \subset [0, b]$. Denote $\Psi(\lambda) := \Psi_0(\lambda) - \Psi_0(b\lambda)$ and set $\Psi_j(\lambda) := \Psi(b^{-j}\lambda)$, $j \in \mathbb{N}$. From this, it readily follows that

$$\sum_{j=0}^J \Psi_j(\lambda) = \Psi_0(b^{-J}\lambda), \quad \lambda \in \mathbb{R}_+. \quad (5.5)$$

For $j \geq 0$ we let $X_j \subset M$ be a maximal $\delta_j$-net on $M$ with $\delta_j := c_6 b^{-j}$. It is easy to see that for any $j \geq 0$ there exists a disjoint partition $\{A_{j,\xi}\}_{\xi \in X_j}$ of $M$ consisting of measurable sets such that

$$B(\xi, \delta_j/2) \subset A_{j,\xi} \subset B(\xi, \delta_j), \quad \xi \in X_j.$$

Here $c_6 > 0$ is a sufficiently small constant (see [20]).
Lemma 5.2. If $\mathcal{M}$ is compact, then there exists a constant $c_7 > 0$ such that
\begin{equation}
\text{card}(\mathcal{X}_j) \leq c_7 b^{jd}, \quad j \geq 0.
\end{equation}
\textbf{Proof.} This is a simple consequence of the proof of [6], Proposition 3.20.
\hfill \Box

The $j$th level frame elements $\psi_{j\xi}$ are defined by
\begin{equation}
\psi_{j\xi}(x) := |A_{j\xi}|^{1/2} \Psi_j(\sqrt{L})(x, \xi), \quad \xi \in \mathcal{X}_j.
\end{equation}

We will also use the more compact notation $\psi_\xi := \psi_{j\xi}$ for $\xi \in \mathcal{X}_j$.

Let $\mathcal{X} := \bigcup_{j \geq 0} \mathcal{X}_j$, where equal points from different sets $\mathcal{X}_j$ will be regarded as distinct elements of $\mathcal{X}$, so $\mathcal{X}$ can be used as an index set. Then $\{\psi_\xi\}_{\xi \in \mathcal{X}}$ is Frame #1.

The construction of a dual frame $\{\tilde{\psi}_\xi\}_{\xi \in \mathcal{X}} = \bigcup_{j \geq 0} \{\tilde{\psi}_{j\xi}\}_{\xi \in \mathcal{X}_j}$ is much more involved; we refer the reader to Section 4.3 in [20] for the details.

By construction, the two frames satisfy
\begin{equation}
\Psi_j(\sqrt{L})(x, y) = \sum_{\xi \in \mathcal{X}_j} \psi_{j\xi}(y) \tilde{\psi}_{j\xi}(x), \quad j \geq 0.
\end{equation}

A basic result from [20] asserts that for any $f \in L^p(\mathcal{M}, \mu)$, $1 \leq p < \infty$, 
\begin{equation}
f = \sum_{j \geq 0} \Psi_j(\sqrt{L}) f \quad (\text{convergence in } L^p)
\end{equation}
and the same holds in $L^\infty$ if $f$ is uniformly continuous and bounded (UCB) on $\mathcal{M}$. As a consequence, for any $f \in L^p(\mathcal{M}, \mu)$, $1 \leq p \leq \infty$, ($L^\infty = \text{UCB}$) we have
\begin{equation}
f = \sum_{j=0}^{\infty} \sum_{\xi \in \mathcal{X}_j} \langle f, \tilde{\psi}_{j\xi} \rangle \psi_{j\xi} \quad (\text{convergence in } L^p).
\end{equation}

Furthermore, frame decomposition results are established in [20] for Besov and Triebel–Lizorkin spaces with full range of indices.

\textit{Properties of frames in the Ahlfors regularity case.} We next present some properties of the frame elements in the case when condition CIA is stipulated (see [20]).

1. \textit{Localization:} For every $k \in \mathbb{N}$, there exists a constant $c(k) > 0$ such that
\begin{equation}
|\psi_{j\xi}(x)|, |\tilde{\psi}_{j\xi}(x)| \leq c(k) b^{jd/2} (1 + b^j \rho(x, \xi))^{-k}, \quad x \in \mathcal{M}.
\end{equation}

2. \textit{Norm estimation:} For $1 \leq p \leq \infty$
\begin{equation}
c^{-1}_0 b^{jd(\frac{1}{2} - \frac{1}{p})} \leq \|\psi_{j\xi}\|_p, \|\tilde{\psi}_{j\xi}\|_p \leq c_0 b^{jd(\frac{1}{2} - \frac{1}{p})}, \quad \xi \in \mathcal{X}_j, j \geq 0.
\end{equation}
3. For $1 \leq p \leq \infty$

\[
\left\| \sum_{\xi \in \mathcal{X}_j} \lambda_{\xi} \Psi_j \psi_{\xi} \right\|_p \leq c_0 b^{j(d(\frac{1}{2} - \frac{1}{p}) \left( \sum_{\xi \in \mathcal{X}_j} |\lambda_{\xi}|^p \right)^{1/p} , \quad j \geq 0, \quad (5.13)
\]

with the usual modification when $p = \infty$. Above the constant $c_0 > 1$ depends only on $p, b, \Psi_0$, and the structural constants of the setting.

5.4. Besov spaces

We will deal with probability density functions (pdf’s) in Besov spaces associated to the operator $L$ in our setting. These spaces are developed in [6,20]. Definition 5.3 coincides in $\mathbb{R}^d$ with one of the definitions of usual Besov spaces with $L$ replaced by Laplacian ($-\Delta$ in fact to get a positive operator).

Here we present some basic facts about Besov spaces that will be needed later on.

Let $\Phi_0, \Phi \in C^\infty(\mathbb{R}_+)$ be real-valued functions satisfying the conditions:

\[
\sup \Phi_0 \subset [0, b], \quad \Phi_0(\lambda) = 1 \quad \text{for } \lambda \in [0, 1], \quad \Phi_0(\lambda) \geq c > 0 \quad \text{for } \lambda \in [0, b^{3/4}], \quad (5.14)
\]

\[
\sup \Phi \subset [b^{-1}, b], \quad \Phi(\lambda) \geq c > 0 \quad \text{for } \lambda \in [b^{-3/4}, b^{3/4}]. \quad (5.15)
\]

Set $\Phi(j) := \Phi(b^{-j} \lambda)$, for $j \geq 1$.

**Definition 5.3.** Let $s > 0$, $1 \leq p \leq \infty$, and $0 < q \leq \infty$. The Besov space $B_{pq}^s = B_{pq}^s(\mathcal{M}, L)$ is defined as the set of all functions $f \in L^p(\mathcal{M}, \mu)$ such that

\[
\| f \|_{B_{pq}^s} := \left( \sum_{j \geq 0} \left( b^{sj} \left\| \Phi_j(\sqrt{L}) f \right\|_p \right)^q \right)^{1/q} < \infty, \quad (5.16)
\]

where the $\ell^q$-norm is replaced by the sup-norm if $q = \infty$.

Note that as shown in [20] the above definition of the Besov spaces $B_{pq}^s$ is independent of the particular choice of $\Phi_0, \Phi$ satisfying (5.14)–(5.15). For example with $\Psi_j$ from the definition of the frame elements in Section 5.3, we have

\[
\| f \|_{B_{pq}^s} \sim \left( \sum_{j \geq 0} \left( b^{sj} \left\| \Psi_j(\sqrt{L}) f \right\|_p \right)^q \right)^{1/q} \quad (5.17)
\]

with the usual modification when $q = \infty$. The following useful inequality follows readily from above

\[
\| \Psi_j(\sqrt{L}) f \|_p \leq cb^{-sj} \| f \|_{B_{pq}^s}, \quad f \in B_{pq}^s, \quad j \geq 0. \quad (5.18)
\]

As in $\mathbb{R}^d$, we will need some embedding results involving Besov spaces. Recall the definition of embeddings: Let $X$ and $Y$ be two (quasi-)normed spaces. We say that $X$ is continuously
embedded in $Y$ and write $X \hookrightarrow Y$ if $X \subset Y$ and for each $f \in X$ we have $\|f\|_Y \leq c \|f\|_X$, where $c > 0$ is a constant independent of $f$.

**Proposition 5.4.**

(i) If $1 \leq q < r \leq \infty$, $0 < \tau \leq \infty$, and $\mu(M) < \infty$, then $B_{p\tau}^s \hookrightarrow B_{q\tau}^s$.

(ii) If $1 \leq r < q \leq \infty$, $0 < \tau \leq \infty$ and $s > d(\frac{1}{r} - \frac{1}{q})$, then $B_{r\tau}^s \hookrightarrow B_{q\tau}^{s-d(\frac{1}{r} - \frac{1}{q})}$.

(iii) If $1 \leq r < \infty$, $0 < \tau \leq \infty$, and $s > d/r$, then $B_{r\tau}^s \hookrightarrow L^\infty$.

(iv) If $1 \leq p \leq r \leq \infty$, $0 < \tau \leq \infty$, and $\mu(M) < \infty$, then $B_{p\tau}^s \hookrightarrow L^p$.

To streamline our presentation, we defer the proof of this proposition to the Supplementary Material [4].

**Besov spaces in the Ahlfors regularity case.** For the development of adaptive density estimators in Section 8, we will need some additional facts from the theory of Besov spaces when condition C1A is assumed. We first introduce the Besov bodies.

**Definition 5.5.** Assume $s > 0$, $1 \leq p \leq \infty$, $0 < q \leq \infty$, and let $\mathcal{X} := \bigcup_{j \geq 0} \mathcal{X}_j$ be from the definition of the frames in Section 5.3. The Besov body $b_{p,q}^s = b_{p,q}^s(\mathcal{X})$ is defined as the set of all sequences $\{a_\xi\}_{\xi \in \mathcal{X}}$ of real (or complex) numbers such that

$$
\|a\|_{b_{p,q}^s} := \left(\sum_{j \geq 0} b_{jsq} \left(\sum_{\xi \in \mathcal{X}_j} |b_j^{-jd(\frac{1}{p} - \frac{1}{q})} |a_\xi| |\right)^{q/p}\right)^{1/q} < \infty,
$$

where the $\ell^q$-norm is replaced by the sup-norm if $q = \infty$.

One of the principle results in [20] asserts that the Besov spaces $B_{p,q}^s$ can be completely characterized in terms of the Besov bodies $b_{p,q}^s$ of the frame coefficients of the respective functions. To be specific, denote

$$
\beta_{j\xi}(f) := \langle f, \tilde{\psi}_{j\xi}\rangle, \quad \xi \in \mathcal{X}_j, \quad j \geq 0. \quad (5.20)
$$

We will also use the more compact notation: $\beta_\xi(f) := \beta_{j\xi}(f)$ for $\xi \in \mathcal{X}_j$. In the current setting, assume $s > 0$, $1 \leq p \leq \infty$, and $0 < q \leq \infty$. In light of [20], Theorem 6.10, $f \in B_{p,q}^s$ if and only if $\{\beta_\xi(f)\} \in b_{p,q}^s$ with equivalent norms:

$$
\|f\|_{B_{p,q}^s} \sim \|\{\beta_\xi(f)\}\|_{b_{p,q}^s}. \quad (5.21)
$$

This implies that if $f \in B_{p,q}^s$ for some $s > 0$, $p \geq 1$, and $0 < q \leq \infty$, then

$$
\left(\sum_{\xi \in \mathcal{X}_j} |\beta_{j\xi}(f)|^p\right)^{1/p} \leq c b^{-j(s+d(\frac{1}{r} - \frac{1}{p}))} \|f\|_{B_{p,q}^s}, \quad j \geq 0, \quad (5.22)
$$

where $c = c(s, p, q) > 0$. 
By (5.13) and (5.22) it follows that, if $f \in B_{pq}^s$ for some $s > 0$, $p \geq 1$, and $0 < q \leq \infty$, then
\[
\left\| \sum_{\xi \in \mathcal{X}_j} \beta_{j\xi}(f) \psi_{j\xi} \right\|_p \leq c b^{-sj} \| f \|_{B_{pq}^s}, \quad j \geq 0. \tag{5.23}
\]

We next assemble some additional facts we need about kernels in the setting of this article and then carry out the proof of Theorems 4.4 and 4.5.

5.4.1. Spectral multiplier integral operators

The operator $\Phi(\delta \sqrt{L})$ and its symmetric kernel $\Phi(\delta \sqrt{L})(x, y)$ from above have a number of useful properties that we describe and prove next.

(a) For any $k > d$ there exists a constant $c_k > 0$ such that
\[
|\Phi(\delta \sqrt{L})(x, y)| \leq c(k) |B(x, \delta)|^{-1} (1 + \delta^{-1} \rho(x, y))^{-k}, \quad x, y \in \mathcal{M}, 0 < \delta \leq 1, \tag{5.24}
\]
where the constant $c(k) > 0$ depends only on $k$, $\Phi$, and constant from the setting in Section 3. This inequality follows immediately from Theorem 4.1.

(b) For any $1 \leq p \leq \infty$
\[
\left\| \Phi(\delta \sqrt{L})(x, \cdot) \right\|_p \leq c |B(x, \delta)|^{\frac{1}{p} - 1} \leq c_* \delta^{-d(1 - \frac{1}{p})}, \quad x \in \mathcal{M}, 0 < \delta \leq 1, \tag{5.25}
\]
where the constant $c_* > 0$ is independent of $p$. This estimate follows readily by (5.24), (5.3), and (5.1).

(c) Let $X$ be a random variable on $\mathcal{M}$ and $X \sim f(u) d\mu(u)$. Then
\[
\mathbb{E}(\Phi(\delta \sqrt{L})(x, X)) = \int_{\mathcal{M}} \Phi(\delta \sqrt{L})(x, u) f(u) d\mu(u) = \Phi(\delta \sqrt{L}) f(x), \quad x \in \mathcal{M}. \tag{5.26}
\]
This is a well known property of expected values.

We next estimate the bias term of the risk.

**Proposition 5.6.** Let $s > 0$, $1 \leq p \leq \infty$, $0 < q \leq \infty$. If $f \in B_{pq}^s$, then $f \in L^p$ and
\[
\left\| \Phi(\delta \sqrt{L}) f - f \right\|_p \leq c \delta^s \| f \|_{B_{pq}^s}, \quad 0 < \delta \leq 1, \tag{5.27}
\]
where $c = c(s, p, q) > 0$.

This statement is quite standard. For completeness, we give its proof in the Supplementary Material [4].

We will also need the following two lemmas.

**Lemma 5.7.** Let $2 \leq p < \infty$ and $0 < \delta \leq 1$. Then for any pdf $f$ on $\mathcal{M}$ we have
\[
\left( \int_{\mathcal{M}} \int_{\mathcal{M}} |\Phi(\delta \sqrt{L})(x, u)|^p f(u) d\mu(u) d\mu(x) \right)^{1/p} \leq c_* \delta^{-d(1 - 1/p)} \tag{5.28}
\]
and

\[
\left( \int_{\mathcal{M}} \left( \int_{\mathcal{M}} |\Phi(\delta \sqrt{L})(x, u)|^2 f(u) \, d\mu(u) \right)^{p/2} \, d\mu(x) \right)^{1/p} \leq c_\star \delta^{-d/2} \|f\|_{p/2}^{1/2},
\]

where \(c_\star > 0\) is the constant from (5.25); \(c_\star\) is independent of \(p\).

**Lemma 5.8.** Let \(1 \leq p < 2\). Then there exists a constant \(c = c(p) > 0\) such that for any \(\delta > 0\) and any pdf \(f\) supported in a ball \(B(x_0, R)\) with \(x_0 \in \mathcal{M}\) and \(R \geq \delta/2\) we have

\[
\left( \int_{\mathcal{M}} \left( \int_{\mathcal{M}} |\Phi(\delta \sqrt{L})(x, u)| f(u) \, d\mu(u) \right)^{p/2} \, d\mu(x) \right)^{1/p} \leq c |B(x_0, R)|^{1/p - \frac{1}{2}}.
\]

(5.30)

The proofs of these two lemmas are placed in the Supplementary Material [4].

### 6. Proof of Theorem 4.4 and Theorem 4.5

We will only prove Theorem 4.4. Theorem 4.5 follows readily.

By the triangle inequality we obtain the standard decomposition of the risk as the sum of stochastic and bias terms:

\[
\mathbb{E}\|\hat{\Phi}_\delta - f\|_p \leq \mathbb{E}\|\hat{\Phi}_\delta - \Phi(\delta \sqrt{L}) f\|_p + \| \Phi(\delta \sqrt{L}) f - f\|_p. \tag{6.1}
\]

For the estimation of the bias term \(\| \Phi(\delta \sqrt{L}) f - f\|_p\) we will use estimate (5.27). We next focus on the estimation of the stochastic term \(\mathbb{E}\|\hat{\Phi}_\delta - \Phi(\delta \sqrt{L}) f\|_p\). In the case \(1 \leq p < \infty\), using Jensen’s inequality, we get

\[
\mathbb{E}(\|\hat{\Phi}_\delta - \Phi(\delta \sqrt{L}) f\|_p) \leq \left( \mathbb{E}\|\hat{\Phi}_\delta - \Phi(\delta \sqrt{L}) f\|_p^p \right)^{1/p}
\]

\[
= \left( \int_{\mathcal{M}} \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \Phi(\delta \sqrt{L})(x, X_i) - \Phi(\delta \sqrt{L}) f(x) \right]^p \, d\mu(x) \right)^{1/p}. \tag{6.2}
\]

(i) Assume the pdf \(f \in B^p_{\rho_\tau}(m)\) and let \(X \sim X_i\). We first prove estimate (4.11) for \(p = 2\). Clearly

\[
\mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \Phi(\delta \sqrt{L})(x, X_i) - \Phi(\delta \sqrt{L}) f(x) \right]^2 \leq \frac{1}{n} \mathbb{E} \left[ \Phi(\delta \sqrt{L})(x, X) \right]^2
\]

\[
= \frac{1}{n} \int_{\mathcal{M}} |\Phi(\delta \sqrt{L})(x, u)|^2 f(u) \, d\mu(u).
\]
This coupled with (6.2) yields
\[
\mathbb{E} \left\| \Phi_\delta - \Phi(\delta \sqrt{L}) f \right\|_2 \\
\leq \frac{1}{n^{1/2}} \left( \int_{\mathcal{M}} \int_{\mathcal{M}} \left| \Phi(\delta \sqrt{L})(x, u) \right|^2 f(u) d\mu(u) d\mu(x) \right)^{1/2} \leq \frac{c}{(n \delta d)^{1/2}},
\]
(6.3)
where we used (5.28) with \( p = 2 \). Combining (6.1), (5.27), and (6.3) we get
\[
\mathbb{E} \left\| \Phi_\delta - f \right\|_2 \leq \frac{c}{(n \delta d)^{1/2}} + cm \delta^s.
\]

With \( \delta = n^{-\frac{1}{2+sd}} \), that is, \( \delta^s = \frac{1}{(n \delta d)^{1/2}} \), this yields (4.11) when \( p = 2 \).

Let \( 2 < p < \infty \). We will use the following version of Rosenthal’s inequality that can be derived for instance from [17], page 245, inequality (C.5) with \( \tau = \frac{p}{2} + 1 \leq p + 1 \): If \( Y_1, \ldots, Y_n \) are i.i.d. random variables and \( Y_i \sim Y \), then
\[
\mathbb{E} \left| \frac{1}{n} \sum_{i=1}^{n} Y_i - \mathbb{E} Y \right|^p \leq \frac{(p + 1) p - 1}{n^{p-1}} \mathbb{E} |Y|^p + \frac{c}{n^{p/2}} (\mathbb{E} |Y|^2)^{p/2}. \quad (6.4)
\]
We get
\[
\mathbb{E} \left| \frac{1}{n} \sum_{i=1}^{n} \Phi(\delta \sqrt{L})(x, X_i) - \Phi(\delta \sqrt{L}) f(x) \right|^p \\
\leq \frac{c}{n^{p-1}} \mathbb{E} |\Phi(\delta \sqrt{L})(x, X)|^p + \frac{c}{n^{p/2}} (\mathbb{E} |\Phi(\delta \sqrt{L})(x, X)|^2)^{p/2}.
\]
This and (6.2) imply
\[
\mathbb{E} \left\| \Phi_\delta - \Phi(\delta \sqrt{L}) f \right\|_p \leq \frac{c}{n^{1-1/p}} \left( \int_{\mathcal{M}} \int_{\mathcal{M}} \left| \Phi(\delta \sqrt{L})(x, u) \right|^p f(u) d\mu(u) d\mu(x) \right)^{1/p} \\
\quad + \frac{c}{n^{1/2}} \left( \int_{\mathcal{M}} \left( \int_{\mathcal{M}} \left| \Phi(\delta \sqrt{L})(x, u) \right|^2 f(u) d\mu(u) \right)^{p/2} d\mu(x) \right)^{1/p} \\
\quad = \frac{c}{(n \delta d)^{1/2}} + c(n \delta d)^{-1} \left\| f \right\|_{p/2}, \quad (6.5)
\]
where we used (5.28) and (5.28). Since \( 1 \leq \frac{p}{2} < p \) and \( \left\| f \right\|_1 = 1 \), we obtain by interpolation
\[
\left\| f \right\|_2 \leq \left\| f \right\|_{\frac{p}{2}} \left\| f \right\|_{\frac{p}{p-1}} = \left\| f \right\|_{\frac{p}{p-1}} \leq \left\| f \right\|_{\frac{p}{p-1}} \leq c \left\| f \right\|_{\frac{p}{p-1}} \leq cm \left\| f \right\|_{\frac{p}{p-1}}. \quad (6.6)
\]
Here we also used Proposition 5.4(iv).
Combining (6.5)–(6.6) with (6.1) and (5.27), and taking into account that \( \delta = \frac{1}{(n\delta^d)^{1/2}} \), we arrive at

\[
E\left\| \hat{\Phi}_\delta - f \right\|_p \leq \frac{c}{(n\delta^d)^{1/2}} + cm\delta^s \leq c'n^{-\frac{s}{2s+d}}.
\]  

(6.7)

The proof of part (i) of the theorem is complete.

(ii) Let \( 1 \leq p < 2 \) and \( f \in B^s_{pt}(m, x_0, R) \). We use Jensen’s inequality and the fact that \(|\Phi(\delta\sqrt{L})(x, u)| \leq c|B(x, \delta)|^{-1} \leq c'\delta^{-d} \), using (5.24) and (5.1), to obtain

\[
E\left| \frac{1}{n} \sum_{i=1}^{n} \Phi(\delta\sqrt{L})(x_i, X_i) - \Phi(\delta\sqrt{L})f(x) \right|^p \\
\leq \left( E\left| \frac{1}{n} \sum_{i=1}^{n} \Phi(\delta\sqrt{L})(x_i, X_i) - \Phi(\delta\sqrt{L})f(x) \right|^2 \right)^{\frac{p}{2}} \\
\leq \frac{1}{n^p} \left( E\left| \Phi(\delta\sqrt{L})(x, X) \right|^2 \right)^{\frac{p}{2}} \\
= \frac{1}{n^p} \left( \int_{\mathcal{L}} \left| \Phi(\delta\sqrt{L})(x, u) \right|^2 f(u) d\mu(u) \right)^{\frac{p}{2}} \\
\leq \frac{c}{(n\delta^d)^{\frac{p}{2}}} \left( \int_{\mathcal{L}} \left| \Phi(\delta\sqrt{L})(x, u) \right| f(u) d\mu(u) \right)^{\frac{p}{2}}.
\]

This and (6.2) lead to

\[
E\left\| \hat{\Phi}_\delta - \Phi(\delta\sqrt{L})f \right\|_p \leq \frac{c}{(n\delta^d)^{1/2}} \left( \int_{\mathcal{L}} \left( \int_{\mathcal{L}} \left| \Phi(\delta\sqrt{L})(x, u) \right| f(u) d\mu(u) \right)^{\frac{p}{2}} d\mu(x) \right)^{\frac{1}{p}}.
\]

We now invoke Lemma 5.8 to obtain

\[
E\left\| \hat{\Phi}_\delta - \Phi(\delta\sqrt{L})f \right\|_p \leq \frac{c}{(n\delta^d)^{1/2}} |B(x_0, R)|^{\frac{1}{2}-\frac{1}{2}} \leq \frac{c'}{(n\delta^d)^{1/2}}.
\]

Using this and (5.27) we complete the proof of (4.12) just as above in (6.7).

(iii) Assume the pdf \( f \in B^s_{\infty}(m) \) and let \( q > 2 \) be arbitrary. Since by construction \( \text{supp } \Phi \subset [-1, 1] \), the function \( \hat{\Phi}_\delta(x) - \Phi(\delta\sqrt{L})f(x) \) belongs to the spectral space \( \Sigma_1/\delta \). Then by Proposition 5.1

\[
\left\| \hat{\Phi}_\delta - \Phi(\delta\sqrt{L})f \right\|_\infty \leq c' \delta^{-\frac{d}{2}} \left\| \hat{\Phi}_\delta - \Phi(\delta\sqrt{L})f \right\|_q.
\]
where the constant \( c* > 1 \) is independent of \( q \). This along with Jensen’s inequality and Fubini’s theorem lead to

\[
\mathbb{E}\|\hat{\Phi}_\delta - \Phi(\delta \sqrt{L}) f \|_\infty \leq c_* \delta^{-\frac{q}{q-1}} \left( \int_M \mathbb{E}\|\hat{\Phi}_\delta(x, \cdot) - \Phi(\delta \sqrt{L}) f(x)\|_q d\mu(x) \right)^{\frac{1}{q}}.
\]

(6.8)

We now apply Rosenthal’s inequality (6.4) to obtain

\[
\mathbb{E}\|\hat{\Phi}_\delta(x) - \Phi(\delta \sqrt{L}) f(x)\|_q \leq \frac{(q+1)^q}{n^{q-1}} \mathbb{E}\|\Phi(\delta \sqrt{L})(x, X)\|_q + \frac{q(q+1)^q}{n^q} \mathbb{E}\|\Phi(\delta \sqrt{L})(x, X)\|^{2q} \frac{1}{2},
\]

(6.6)

This coupled with (6.8) and the fact that \( 1/q < 1 \) imply

\[
\mathbb{E}\|\hat{\Phi}_\delta - \Phi(\delta \sqrt{L}) f \|_\infty \leq c_* \delta^{-\frac{q}{q-1}} \left( \int_M \int_M \|\Phi(\delta \sqrt{L})(x, u)\|_q f(u) d\mu(u) d\mu(x) \right)^{\frac{1}{q}} \]

\[
+ c_* \delta^{-\frac{q}{q-1}} \left( \int_M \int_M \|\Phi(\delta \sqrt{L})(x, u)\|_q f(u) d\mu(u) \right) \frac{1}{q} d\mu(x) \]

\[
\leq c_* \delta^{-\frac{q}{q-1}} \left( \frac{2c_* q}{(n \delta d)^{1-\frac{1}{q}}} + \frac{e^2 c_* q^{1/2}}{(n \delta d)^{1/2}} \|f\|_q^{1/2} \right),
\]

(6.9)

where we used (5.28), (5.29), and the inequality \( q^{\frac{1}{q}} (q+1)^{\frac{1}{q}} e^{\frac{1}{q} + \frac{1}{q}} \leq e^{q^{1/2}} \), \( (q > 2) \). Observe that the constant \( c_* \) above is from (5.25) and is independent of \( q \).

By Proposition 5.4(iii) it follows that \( f \in L^\infty \) and since \( \|f\|_1 = 1 \) we obtain

\[
\|f\|_q \leq \|f\|_\infty^{1-2/q} \|f\|_1 \leq (c \|f\|_{B^\infty_{0r}})^{1-2/q} \leq (cm)^{1-2/q} \leq cm + 1.
\]

Let \( n \geq e^2 \) and choose \( q := \log n \). By assumption \( \delta = (\frac{\log n}{n})^{1/(2s+d)} \). Now, it is easy to see that \( n^{1/q} = e, \delta^{-d/q} \leq e, \delta^s = (\frac{q^{1/2}}{(n \delta d)^{3/2}}) = (\frac{\log n}{n})^{s/(2s+d)} \), and

\[
\frac{q}{(n \delta d)^{1-1/q}} \leq \frac{q}{(n \delta d)^{3/2}} \leq \frac{\log n}{n^{2s+2d}} \leq c \left( \frac{\log n}{n} \right)^{s/(2s+d)} \quad \text{if } n \geq e^2.
\]
Putting all of the above together, we obtain
\[
\mathbb{E}\left\| \hat{\Phi}_\delta - \Phi(\delta \sqrt{L}) f \right\|_\infty \leq c \left( \frac{\log n}{n} \right)^{s/(2s+d)}.
\] (6.10)

If \(2 \leq n < e^2\), then estimate (6.10) follows readily from (6.9) with \(q = 2\).
As before we use (6.10) and (5.27) to obtain (4.13). The proof of Theorem 4.5 is complete.
A closer examination of the above proof shows that the oracle inequalities from Theorem 4.4 are valid.

7. Linear wavelet density estimators

In this section, we establish \(L^p\)-error estimates for linear wavelet density estimators. Let \(\{\psi_j\xi\}, \{\tilde{\psi}_j\xi\}\) be the pair of dual frames described in Section 5.3. We adhere to the notation from Section 5.3.
For any \(j \geq 0\) and \(\xi \in \mathcal{X}_j\) we define the empirical coefficient estimators by
\[
\hat{\beta}_{j\xi} := \frac{1}{n} \sum_{i=1}^{n} \tilde{\psi}_{j\xi}(X_i).
\] (7.1)
Using this, we define the linear wavelet density estimator by
\[
f^*(x) = \sum_{j=0}^{J} \sum_{\xi \in \mathcal{X}_j} \hat{\beta}_{j\xi} \psi_{j\xi}(x), \quad x \in \mathcal{M},
\] (7.2)
where the parameter \(J = J(n) \in \mathbb{N}\) is selected so that the factor \(b^{-J}\) de facto behaves as a bandwidth. More precisely, we define \(J\) as the unique positive integer such that
\[
b^J \leq n^{1/(2s+d)} < b^{J+1}.
\] (7.3)
It is easy to see that \(f^*\) can be written in the following way
\[
f^*(x) = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=0}^{J} \psi_{j\xi}(x) \tilde{\psi}_{j\xi}(X_i) = \frac{1}{n} \sum_{i=1}^{n} \Psi_0(b^{-J} \sqrt{L})(X_i, x).
\] (7.4)
where we used (5.8) and (5.5).
Thus, this linear wavelet estimator is in fact a particular case of the linear estimators investigated in the previous subsection. This enables us to state the following upper bound theorem, which is an immediate consequence of Theorem 4.5.
Theorem 7.1. Let \( s > 0, 0 < \tau \leq \infty, m > 0, x_0 \in \mathcal{M} \) and \( R > 0 \).

(i) If \( 2 \leq p < \infty \) and \( J \) is as in (7.3), then

\[
\sup_{f \in B_{p,\tau}^s(m)} \mathbb{E} \| f^* - f \|_p \leq cn^{-s/(2s+d)},
\]

where \( c = c(p, \tau, s, m) > 0 \).

(ii) If \( 1 \leq p < 2 \) and \( J \) is as in (7.3), then

\[
\sup_{f \in B_{p,\tau}^s(m, x_0, R)} \mathbb{E} \| f^* - f \|_p \leq cn^{-s/(2s+d)},
\]

where \( c = c(p, \tau, s, m, x_0, R) > 0 \).

(iii) If \( J \) is the unique integer satisfying \( b^J \leq (\frac{n}{\log n})^{1/(2s+d)} < b^{J+1} \), then

\[
\sup_{f \in B_{\infty,\tau}^s(m)} \mathbb{E} \| f^* - f \|_{\infty} \leq c \left( \frac{\log n}{n} \right)^{d/2},
\]

where \( c = c(\tau, s, m) > 0 \).

8. Adaptive wavelet density estimators

As we want to parallel in our setting the main results in density estimation theory, say, on \([0, 1]^d\), we need to introduce adaptation, that is, to obtain up to logarithmic factors optimal rates of convergence without knowing the regularity. There are several techniques for this. For example, Lepski’s method (see [15,27]) could be applied to our kernel estimators.

We choose to develop here nonlinear wavelet estimators, where we apply hard thresholding. This method has been developed in the classical case of \( \mathbb{R} \) in [8] and on the sphere in [17]. We will operate in the general setting described in Section 3. Unlike the case of the kernel or linear wavelet density estimates considered in the previous section, here we assume that the space \( \mathcal{M} \) is compact (\( \mu(\mathcal{M}) < \infty \)) and all conditions \( C1–C5 \) (including the Ahlfors regularity condition \( C1A \)) are satisfied, see Section 3.

As before we assume that \( X_1, \ldots, X_n \) (\( n \geq 2 \)) are i.i.d. random variables with values on \( \mathcal{M} \) and with a common density function \( f \) with respect to the measure \( \mu \) on \( \mathcal{M} \). Let \( X_j \sim X \). We denote by \( \mathbb{E} = \mathbb{E}_f \) the expectation with respect to the probability measure \( \mathbb{P} = \mathbb{P}_f \). In addition, we assume here that \( f \) is bounded. Denote

\[
A := \max \{ \| f \|_{\infty}, 4 \} \quad \text{and set} \quad \kappa := c_\circ (8A)^{1/2},
\]

where \( c_\circ > 1 \) is the constant from the norm bounds of the frame elements in (5.12).

We will utilize the pair of frames \( \{ \psi_j, \ldots, \tilde{\psi}_j \} \) described in Section 5.3. We adhere to the notation from Section 5.3. Recall that any \( f \in L^p(\mathcal{M}, d\mu) \) has the frame decomposition

\[
f = \sum_{j=0}^{\infty} \sum_{\xi \in \mathcal{X}_j} \beta_{j,\xi}(f) \psi_j, \quad \beta_{j,\xi}(f) := \langle f, \tilde{\psi}_{j,\xi} \rangle \quad \text{(convergence in } L^p).\]
Density estimators on manifolds

Assuming the pdf $f$ fixed, we will use the abbreviated notation $\beta_{j,\xi} := \beta_{j,\xi}(f)$.

We introduce two parameters depending on $n$:

$$\lambda_n := \kappa \left( \frac{\log n}{n} \right)^{1/2}$$

(8.3)

and $J_n$ uniquely defined by the following inequalities

$$b_{J_n} \leq \left( \frac{n}{\log n} \right)^{1/d} < b_{J_n+1}.$$  

(8.4)

As in Section 7, we introduce the empirical coefficient estimators

$$\hat{\beta}_{j,\xi} := \frac{1}{n} \sum_{i=1}^{n} \tilde{\psi}_{j,\xi}(X_i), \quad j \geq 0, \xi \in \mathcal{X}_j.$$  

(8.5)

We now define the hard threshold coefficient estimators by

$$\hat{\beta}_{j,\xi}^* := \hat{\beta}_{j,\xi} \mathbb{I}_{\{|\hat{\beta}_{j,\xi}| > 2\lambda_n\}}, \quad j \geq 0, \xi \in \mathcal{X}_j.$$  

(8.6)

Then the wavelet threshold density estimator is defined by

$$\hat{f}_n(x) := \sum_{0 \leq j \leq J_n} \sum_{\xi \in \mathcal{X}_j} \hat{\beta}_{j,\xi}^* \psi_{j,\xi}(x), \quad x \in \mathcal{M}.$$  

(8.7)

**Remark 8.1.** Note that the density estimator $\hat{f}_n$ of the pdf $f$ depends only on the number $n$ of observations, the geometric constant $c_o$, and the $L^\infty$-norm of $f$.

We now state our main result on the adaptive wavelet threshold estimator defined above.

**Theorem 8.2.** Let $1 \leq r \leq \infty$, $0 < \tau \leq \infty$, $1 \leq p < \infty$, $s > d/r$, and $m > 0$. Then there exists a constant $c = c(r, \tau, p, s, m) > 0$ such that in the setting described above and with $\hat{f}_n$ from (8.7) we have:

(i)

$$\sup_{f \in B_{s,\tau}^r(m)} \mathbb{E} \| \hat{f}_n - f \|_{\infty} \leq c \left( \frac{\log n}{n} \right)^{\frac{s-d}{2r-d(\frac{\tau}{r} - \frac{1}{2})}}.$$  

(8.8)

(ii) In the regular case $s \geq \frac{dp}{2} \left( \frac{1}{r} - \frac{1}{p} \right)$

$$\sup_{f \in B_{s,\tau}^r(m)} \mathbb{E} \| \hat{f}_n - f \|_p \leq c \log n \left( \frac{\log n}{n} \right)^{\frac{s}{2r-d}}.$$  

(8.9)
(iii) In the sparse case $s < \frac{dp}{2}(\frac{1}{r} - \frac{1}{p})$

$$\sup_{f \in B_{r,\tau}^{s}(m)} \mathbb{E}\|\hat{f}_n - f\|_p \leq c \log n \left(\frac{\log n}{n}\right)^{\frac{s-d(\frac{1}{r} - \frac{1}{p})}{2s-d(\frac{1}{r} - \frac{1}{2})}}. \tag{8.10}$$

The proof of this theorem is quite long and involved. We place it in the Supplementary Material [4].

**Remark 8.3.** Several observations are in order:

(a) The assumption $s > d/r$ leads to $\|f\|_\infty \leq c\|f\|_{B_{r,\tau}} \leq cm$, by Proposition 5.4(iii). In addition in the sparse case it implies $p > 2$.

(b) The geometry of the setting is represented by the dimension $d$. Note that the exponents of $\log n$ are the same as in the case of the sphere [1].

(c) In the regular case (modulo the logarithmic terms) we have the same rate of convergence $n^{-s/(2s+d)}$ as in the case of the linear wavelet estimator.

(d) Just as in the case of kernel density estimators (see Remark 4.6) we note that since we assume here all conditions C1–C5 (including C1A) it would not be a problem to obtain lower bounds matching up to logarithmic terms the rates established above by a direct adaptation of the proof of the lower bounds in the case of the sphere from [1].
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Abstract

We present several examples of settings that are covered by the general framework from Section 3 of the main paper. The proofs of several claims from Section 5 as well as the proof of Theorem 8.2 are also given here.

We will adhere to the following convention: The cross references with the number of sections included such as (3.1) will refer to formulas or statements in the main paper, while single numbered formulas like (31) will be from this Supplementary Material.

1. Examples of settings covered by our theory

In this section we present several additional examples of settings that are covered by the general framework from Section 3 of the main paper.

Clearly, the classical setup of $\mathcal{M} = \mathbb{R}^d$ equipped with the Euclidean distance and Lebesgue measure, and with $L = -\Delta$ the Laplacian obeys conditions C1–C5, along with C1A from Section 3.

The unit sphere $S^d$ in $\mathbb{R}^{d+1}$ equipped with the standard (geodesic) distance, measure, and $-L$ being the Laplace-Beltrami operator is another example of a setup that obeys conditions C1–C5, together with C1A. Our upper bound result on adaptive wavelet
estimators (Theorem 8.2) is compatible with the upper bound estimate on the adaptive needlet estimator in [1].

A natural generalization of the above setup is the case of a compact Riemannian manifold \( \mathcal{M} \) equipped with the natural Riemannian measure, geodesic distance, and \(-L\) being the Laplace-Beltrami operator. Then conditions C1–C5 and C1A are satisfied.

For other examples on Riemannian manifolds and Lie groups we refer the reader to [6] and the references therein.

We next describe the recently developed in [21] general setting of a subset of \( \mathbb{R}^m \) complemented by a differential operator \( L \) that is a realization in local coordinates of a weighted Laplace operator on a suitable subset of a Riemannian manifold. In this setting conditions C1–C5 and in some cases C1A are obeyed. This setting covers the weighted settings on the interval, ball, and simplex, which we will describe in more detail as well.

### 1.1. Convex subsets of Riemannian manifolds and counterparts on \( \mathbb{R}^m \)

We assume that \( V \subset \mathbb{R}^m \) is a connected open set in \( \mathbb{R}^m \) with the properties: \( X := \overline{V} \) is compact, \( X = V \), and \( X \setminus V \) is of Lebesgue measure zero. Let \( L \) be a differential operator of the form

\[
L = \sum_{i,j=1}^{m} a_{ij}(x) \partial_i \partial_j + \sum_{j=1}^{m} b_{j}(x) \partial_j, \tag{1}
\]

where \( a_{ij} \) and \( b_{j} \) are polynomials of degrees two and one, respectively. The underlying space is \( L^2(V, \mu) \), where \( d\mu(x) := \tilde{w}(x) dx \) with \( \tilde{w} \in C^\infty(V) \), \( \tilde{w} > 0 \), and \( \int_{V} \tilde{w}(x) dx < \infty \).

On the other hand, we assume that there is (a closely related) counterpart to the above setup. Namely, we assume that \( (M, d, \nu) \) is an \( m \)-dimensional complete Riemannian manifold and \( M \subset \mathbb{R}^k \), where the Riemannian metric is induced by the inner product on \( \mathbb{R}^k \). We stipulate two conditions on \( (M, d, \nu) \): (i) the volume doubling condition is valid, and (ii) the Poincaré inequality holds true (see [21]).

Further, we assume that \( (U, \varphi) \) is a chart on \( M \), where \( U \) is a convex open relatively compact subset of \( M \) such that \( \varphi \) maps diffeomorphically \( U \) onto \( V \), where \( V \subset \mathbb{R}^m \) is from above. We set \( \phi := \varphi^{-1} \) and \( Y := \overline{U} \).

The key assumption is that the map \( \phi \) provides an one-to-one correspondence between the elements of the setting on \( X \) from above and the setting on \( Y \). More precisely, it is assumed that the distance \( \rho(\cdot, \cdot) \) on \( X \) is induced by the geodesic distance \( d(\cdot, \cdot) \) on \( Y \subset M \). The weighted measure \( d\mu(x) := \tilde{w}(x) dx \) on \( X \) is also induced by the respective weighted measure \( \nu_w \) on \( Y \). Namely, assuming that \( g(x) = (g_{ij}(x)) \) is the Riemannian tensor it is stipulated that \( w > 0 \) is a \( C^\infty(U) \) weight function that is compatible with \( \tilde{w} \) from above in the following sense:

\[
\tilde{w}(x) := w(\phi(x)) \sqrt{\det g(x)}, \quad x \in V, \tag{2}
\]
It is assumed that $\nu_w = w \, d\nu$. It is also assumed that the operator $L$ from (1) is a realization in local coordinates (via the chart $(U, \varphi)$) of the weighted Laplacian

$$\Delta_w f := \frac{1}{w} \operatorname{div}(w \nabla f) \quad \text{on } Y \subset M \quad \text{(see [21]).}$$

In addition, it is assumed that the volume doubling condition (3.1) on $Y$ (and hence on $X$) is valid, and a natural regularity condition on the weighted functions and suitable Green’s theorem are verified. See [21] for the details.

In [21] it is shown that under the above conditions the heat kernels associated to the operator $L$ and weighted Laplacian $\Delta_w$ have Gaussian localization just as in (3.7) and as a consequence the Hölder continuity (see (3.8)) is valid. Furthermore, these heat kernels have the Markov property (see (3.9)).

As a result, in the above described general setting conditions C1–C5 in Section 3 of the main paper are obeyed and our results on kernel and linear wavelet density estimators apply to the settings on $X \subset \mathbb{R}^m$ and on $Y \subset M$. Furthermore, if the weight function $w \equiv 1$ on $Y$, then the measures $\mu$ on $X$ and $\nu_w$ on $Y$ verify the Ahlfors condition (3.3), i.e. condition C1A is satisfied, and consequently our result on adaptive wavelet estimators (Theorem 8.2) applies.

We next show how the general theory described above is implemented in specific settings on $[-1, 1]$, the ball and simplex.

1.2. Specific examples of the previous setting

1.2.1. Jacobi operator on $[-1, 1]$

Here we revisit the case when $M = [-1, 1]$ is equipped with the weighted measure

$$d\mu(x) := w(x) \, dx = (1 - x)^\alpha (1 + x)^\beta \, dx, \quad \alpha, \beta > -1,$$

and the distance $\rho(x, y) := |\arccos x - \arccos y|$, complemented with the classical Jacobi operator, defined by

$$Lf(x) := -\frac{[w(x)(1 - x^2) f'(x)]'}{w(x)},$$

whose eigenfunctions are the Jacobi, see Subsection 1.2.1.

Observe that this case is covert by the setting in the above subsection. Further, denote $B(x, r) := \{y \in [-1, 1] : \rho(x, y) < r\}$. It is easy to see that (see e.g. [6])

$$|B(x, r)| \sim r(1 - x + r^2)^{\alpha+1/2}(1 + x + r^2)^{\beta+1/2}, \quad x \in [-1, 1], \; 0 < r \leq \pi. \quad (3)$$

Hence, we have a doubling metric measure space with homogeneous dimension $d = 1 + (2\alpha + 1)_+ \vee (2\beta + 1)_+$. More importantly, as is shown in [6] the associated heat kernel has Gaussian localization, Hölder continuity, and the Markov property (see also [21]). Therefore, conditions C1–C5 in Section 3 of the main paper are obeyed.
Ahlfors space on $[-1, 1]$. In the above setting, if $\alpha = \beta = -1/2$ then from (3)

$$|B(x, r)| \sim r, \quad x \in [-1, 1], \ 0 < r \leq \pi.$$ 

Therefore, condition C1A is obeyed with $d = 1$.

1.2.2. Weighted unit ball

Consider the case when $\mathcal{M}$ is $\mathbb{B}^m := \{x \in \mathbb{R}^m : \|x\| < 1\}$ the unit ball in $\mathbb{R}^m$ equipped with the measure

$$d\mu := (1 - \|x\|^2)^{\gamma-1/2} \, dx, \quad \gamma > -1,$$

and the distance

$$\rho(x, y) := \arccos (\langle x, y \rangle + \sqrt{1 - \|x\|^2} \sqrt{1 - \|y\|^2}),$$

where $\langle x, y \rangle$ is the inner product of $x, y \in \mathbb{R}^m$ and $\|x\| := \sqrt{\langle x, x \rangle}$. Denoting $B(x, r) := \{y \in \mathbb{B}^m : \rho(x, y) < r\}$ it is easy to show (see [7]) that

$$|B(x, r)| \sim r^m(1 - \|x\|^2 + r^2)^{\gamma}, \quad \text{(4)}$$

which implies that $(\mathcal{M}, \mu, \rho)$ obeys the doubling condition (3.1) and non-collapsing condition (3.5) and it is of homogeneous dimension $d = m + 2\gamma$.

Consider the operator

$$L := -\sum_{i=1}^{m}(1 - x_i^2)\partial_i^2 + 2\sum_{1 \leq i < j \leq m} x_i x_j \partial_i \partial_j + (n + 2\gamma) \sum_{i=1}^{m} x_i \partial_i,$$

acting on sufficiently smooth functions on $\mathbb{B}^m$. This operator is essentially self-adjoint and positive (see [7] and also [21]). More importantly, its heat kernel has Gaussian localization, Hölder continuity, and the Markov property (see [21]). In fact, $L$ is a realization of a weighted Laplace operator on the upper hemisphere of $\mathbb{R}^{m+1}$ in local coordinates (see [21]). Consequently, conditions C1–C5 in Section 3 are verified and this setting falls in the general framework from Section 3 of the main paper.

Ahlfors space on the unit ball. Assume that in the above setting $\gamma = 0$, i.e. the measure on $\mathbb{B}^m$ is $d\mu := (1 - \|x\|^2)^{-1/2} \, dx$. Then from (4)

$$|B(x, r)| \sim r^m, \quad x \in \mathbb{B}^m, \ 0 < r \leq \pi,$$

and hence condition C1A in Section 3 is obeyed with $d = m$. Thus this is another example of an Ahlfors space.

1.2.3. Weighted simplex

We now consider the simplex

$$T^m := \left\{ x \in \mathbb{R}^m : x_1 > 0, \ldots, x_m > 0, \ |x| < 1 \right\}, \quad |x| := x_1 + \cdots + x_m.$$
in \( \mathbb{R}^m \) equipped with the measure
\[
d\mu(x) = \prod_{i=1}^{m} x_i^{\kappa_i - 1/2} (1 - |x|)^{\kappa_{m+1} - 1/2} dx, \quad \kappa_i > -1/2,
\]
and distance
\[
\rho(x, y) = \arccos \left( \sum_{i=1}^{m} \sqrt{x_i y_i} + \sqrt{1 - |x| \sqrt{1 - |y|}} \right).
\]
Similarly as before we use the notation:
\[
B(x, r) := \{ y \in T^m : \rho(x, y) < r \}.
\]
It is known (see [21]) that
\[
|B(x, r)| \sim r^m (1 - |x| + r^2) \prod_{i=1}^{m} (x_i + r^2)^{\kappa_i}.
\]
Hence, the doubling condition (3.1) and non-collapsing condition (3.5) are satisfied.

It is natural to consider the operator
\[
L := -\sum_{i=1}^{m} x_i \partial_i^2 + \sum_{i=1}^{m} \sum_{j=1}^{m} x_i x_j \partial_i \partial_j - \sum_{i=1}^{m} (\kappa_i + \frac{1}{2} - (|\kappa| + \frac{m+1}{2}) x_i) \partial_i
\]
with \(|\kappa| := \kappa_1 + \cdots + \kappa_{m+1}\). In [21] (see also [22]) it is shown that this operator is essentially self-adjoint and positive. Furthermore, its heat kernel has Gaussian localization, Hölder continuity, and the Markov property. It is important to point out that the operator \(L\) is a realization of a weighted Laplacian on the sphere in the first octant in local coordinates (see [21]). Thus, conditions C1–C5 in \(\S3\) are verified and this setup is covered by the general setting from Section 3 of the main paper.

**Ahlfors space on the simplex.** If above \(\kappa_i = 0, i = 1, \ldots, m + 1\), then the measure is given by
\[
d\mu(x) = \prod_{i=1}^{m} x_i^{-1/2} (1 - |x|)^{-1/2} dx,
\]
and (5) yields
\[
|B(x, r)| \sim r^m, \quad x \in T, \ 0 < r \leq 1.
\]
Therefore, condition C1A is again satisfied and this is also an example of an Ahlfors space with \(d = m\) where our result on adaptive wavelet estimators (Theorem 8.2) applies.

## 2. Proofs of claims from Section 5 of the main paper

### 2.1. Proof of Proposition 5.1

Let \(1 \leq p < q \leq \infty\) and \(g \in \Sigma^p_X\), \(\lambda \geq 1\).

Let \(\varphi \in C_0^\infty(\mathbb{R})\) be an even function with the properties: \(\text{supp} \varphi \subset [-2, 2], 0 \leq \varphi \leq 1, \) and \(\varphi(u) = 1\) for \(u \in [-1, 1]\).

By Theorem 4.1 \(\varphi(\delta \sqrt{L})\) is an integral operator whose kernel \(\varphi(\delta \sqrt{L})(x, y)\) is real-valued, symmetric, and such that for any \(k > d, x, y \in \mathcal{M}, \) and \(\delta > 0\)
\[
|\varphi(\delta \sqrt{L})(x, y)| \leq c(k) B(x, \delta)^{-1} (1 + \delta^{-1} \rho(x, y))^{-k}.
\]
where the constant $c(k) > 0$ depends only on $k$, $\varphi$, and the constants from the setting in Section 3.

Observe that since $\varphi(u) = 1$ for $u \in [-1, 1]$ and $g \in \Sigma_k^\varphi$, we have

$$\varphi(\delta \sqrt{L}) g = g \quad \text{if} \quad \delta = 1/\lambda. \quad (7)$$

Set $\delta := 1/\lambda$ and $k := d + 1$. Define $r > 1$ from the identity $1/p - 1/q = 1 - 1/r$. Using (6), (5.3), and (5.1) we obtain

$$\|\varphi(\delta \sqrt{L})(x, \cdot)\|_r \leq c(d+1)|B(x, \delta)|^{-1} \left( \int_M (1 + \delta^{-1} \rho(x, y))^{-r(d+1)} d\mu(y) \right)^{1/r} \leq c_d \|B(x, \delta)|^{1/r - 1} \leq c_d c(\theta_0/c_3)^{1/r - \delta(d)(1/\lambda - 1)} \leq c_\delta c(1/\lambda - 1). \quad (8)$$

Here $c_\delta := (2^{-d} - 2^{-d-1})^{-1}$, $c_d := c(d + 1)$ is from (6), the constants $\theta_0, c_3 > 0$ are from (3.1) and (3.5). We may assume that $\theta_0 c_3 \geq 1$ and take $c_* = c_d \tilde{c}(\theta_0/c_3)$, which is independent of $p$ and $q$.

Thus, using the symmetry we have

$$\|\varphi(\delta \sqrt{L})(x, \cdot)\|_r = \|\varphi(\delta \sqrt{L})(\cdot, y)\|_r \leq c_* \delta^{d(1/r - 1)} = c_* \delta^{d(1/q - 1/p)}$$

We now use the well known Theorem 6.36 from [12] to conclude that

$$\|g\|_q = \|\varphi(\delta \sqrt{L}) g\|_q \leq c_* \delta^{d(1/q - 1/p)} \|g\|_p = c_* \lambda^{d(1/\lambda - 1/p)} \|g\|_p.$$ 

Here we also used (7). The proof is complete. \qed

2.2. Proof of Proposition 5.4

(i) Let $1 \leq q \leq r$, $0 < r \leq \infty$, $s > 0$, $\mu(M) < \infty$, and $f \in B^s_{r, r}$. Let $\Phi_j$, $j \geq 0$, be the functions from the definition of Besov spaces, see Definition 5.3. Then by Hölder’s inequality

$$\|\Phi_j(\sqrt{L}) f\|_q \leq \mu(M)^{\frac{1}{q} - \frac{1}{r}} \|\Phi_j(\sqrt{L}) f\|_r$$

which readily implies $\|f\|_{B^s_{r, r}} \leq \mu(M)^{\frac{1}{q} - \frac{1}{r}} \|f\|_{B^s_{r, r}}$ as claimed.

(ii) Let $1 \leq r \leq q \leq \infty$, $0 < \tau \leq \infty$, and $s > d(1/\tau - 1/q)$. Assume $f \in B^s_{r, \tau}$. Let $\Phi_j$, $j \geq 0$, be the functions from the definition of Besov spaces. Clearly, $\Phi_j \in [b^{j-1}, b^{j+1}]$ and hence $\Phi_j(\sqrt{L}) g \in \Sigma_{b^{j+1}}$. Applying Proposition 5.1 we obtain

$$\|\Phi_j(\sqrt{L}) f\|_q \leq c \|\Phi_j(\sqrt{L}) f\|_r.$$ 

From this it readily follows that $\|f\|_{B^s_{r, \tau}} \leq c \|f\|_{B^s_{r, r}}$ as claimed.

(iii) Assume $1 \leq r \leq \infty$, $0 < \tau \leq \infty$, $s > d/r$, and $f \in B^s_{r, \tau}$. Let the functions $\Phi_j$, $j \geq 0$, in the definition of Besov spaces be selected so that $\sum_{j=0}^{\infty} \Phi_j(\lambda) = 1$ for $\lambda \geq 0$. For example, the functions $\Phi_j$, $j \geq 0$, from the definition of the frames in §5.3 have this
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Also, evidently by the definition of Besov spaces $\|\Phi_j(\sqrt{L})f\|_r \leq c b^{-js}\|f\|_{B_{r}^s}$. We use

these two estimates and the fact that $s > d/r$ to obtain

$$\left\|f\right\|_\infty \leq \sum_{j=0}^\infty \|\Phi_j(\sqrt{L})f\|_\infty \leq c \sum_{j=0}^\infty b^{jd/r}\|\Phi_j(\sqrt{L})f\|_r$$

$$\leq c \sum_{j=0}^\infty b^{-j(s-d/r)}\|f\|_{B_{r}^s} \leq c\|f\|_{B_{r}^s},$$

where for the last inequality we used (i).

(iv) Let $1 \leq p \leq r \leq \infty$, $0 < \tau \leq \infty$, $s > 0$, and $\mu(\mathcal{M}) < \infty$. Assume $f \in B_{r}^s$. Let

$\Phi_j$, $j \geq 0$, be as in the proof of (iii) above. Since $p \geq 1$ and $s > 0$ we have

$$\|f\|_p \leq \sum_{j=0}^\infty \|\Phi_j(\sqrt{L})f\|_p \leq c \sum_{j=0}^\infty b^{-j}\|f\|_{B_{r}^s} \leq c\|f\|_{B_{r}^s},$$

Let $\Phi_0$ be just as the function $\Phi$ in the definition of Besov spaces in §5.4 (see (5.14)),

that is, $\Phi \in C^\infty(\mathbb{R}_+)$ is a real-valued function with the properties: supp $\Phi_0 \subset [0, b]$, $\Phi_0(\lambda) = 1$ for $\lambda \in [0, 1]$, and $\Phi_0(\lambda) \geq c > 0$ for $\lambda \in [0, b^{3/4}]$. Set $\Phi(\lambda) := \Phi_0(\lambda) - \Phi_0(b\lambda)$ and $\Phi_j(\lambda) := \Phi(b^{-j}\lambda)$, $j \geq 1$. Clearly, $\sum_{j\geq0} \Phi_j(\lambda) = 1$, $\lambda \in [0, \infty)$.

Let $0 < \delta \leq (2b^2)^{-1}$. The case when $(2b^2)^{-1} < \delta \leq 1$ is easier; we omit it. Choose $\nu \geq 2$ and $\ell \geq 1$ ($\nu, \ell \in \mathbb{N}$) so that $b^\nu \leq 1/(2\delta) < b^{\nu+1}$ and $1/\delta \leq b^{\nu+\ell}$ ($\ell := [\log(2b)/\log b] + 1$ will do). From above and the properties of $\Phi$ in (4.6) it readily follows that

$$1 - \Phi(\delta\lambda) = (1 - \Phi(\delta\lambda)) \sum_{j=0}^{\nu+\ell} \Phi(b^{-j}\lambda) + \sum_{j=\nu+\ell+1}^\infty \Phi(b^{-j}\lambda).$$

Set

$$\Lambda(\lambda) := (1 - \Phi(\delta b^\nu \lambda)) \sum_{j=0}^{\ell} \Phi(b^{-j}\lambda) \quad \text{and} \quad \Theta(\lambda) := \sum_{j=\nu-1}^{\nu+\ell+2} \Phi(b^{-j}\lambda).$$

By the construction of $\Phi_j$ it follows that supp $\Lambda \subset [1, b^{\ell+1}]$ and $\Theta(\lambda) = 1$ for $\lambda \in [b^\nu, b^{\nu+\ell+1}]$, implying $\Lambda(b^-\nu \lambda) = \Lambda(b^-\nu \lambda)\Theta(\lambda)$. Therefore, we have

$$1 - \Phi(\delta\lambda) = \Lambda(b^-\nu \lambda) + \sum_{j=\nu+\ell+1}^\infty \Phi(b^{-j}\lambda) = \Lambda(b^-\nu \lambda)\Theta(\lambda) + \sum_{j=\nu+\ell+1}^\infty \Phi(b^{-j}\lambda).$$
From this we infer that for any \( f \in \mathbb{L}^p \)
\[
  f - \Phi(\delta \sqrt{L}) f = \Lambda(b^{-\nu} \sqrt{L}) \Theta(\sqrt{L}) f + \sum_{j=\nu+\ell+1}^{\infty} \Phi(b^{-j} \sqrt{L}) f
\]
and hence
\[
  \| f - \Phi(\delta \sqrt{L}) f \|_p \leq \| \Lambda(b^{-\nu} \sqrt{L}) \Theta(\sqrt{L}) f \|_p + \sum_{j=\nu+\ell+1}^{\infty} \| \Phi(b^{-j} \sqrt{L}) f \|_p \tag{11}
\]

From the definition of \( \Lambda(\lambda) \) in (10) it follow that \( \Lambda \in C^\infty(\mathbb{R}_+) \), supp \( \Lambda \subset [1, b^{\ell+1}] \), and \( \| \Lambda^{(r)} \|_\infty \leq c_r \) for \( r = 0, 1, \ldots \) with the constant \( c_r > 0 \) depending only on \( r, \Phi, \tilde{\Phi}, b \).
Now, we invoke Theorem 4.1 to conclude that \( \Lambda(b^{-\nu} \sqrt{L}) \) is an integral operator with kernel \( \Lambda(b^{-\nu} \sqrt{L})(x, y) \) satisfying
\[
  |\Lambda(b^{-\nu} \sqrt{L})(x, y)| \leq c(k)^k(1 + b^r \rho(x, y))^k, \quad x, y \in \mathcal{M}, \quad k > d.
\]
As in (5.25) this with \( k = d + 1 \) implies \( \| \Lambda(b^{-\nu} \sqrt{L})(\cdot, y) \|_1 = \| \Lambda(b^{-\nu} \sqrt{L})(x, \cdot) \|_1 \leq c \) and applying Schur’s lemma it follows that \( \| \Lambda(b^{-\nu} \sqrt{L}) \|_{p \to p} \leq c < \infty \). As a consequence, we get
\[
  \| \Lambda(b^{-\nu} \sqrt{L}) \Theta(\sqrt{L}) f \|_p \leq c \| \Theta(\sqrt{L}) f \|_p \leq c \sum_{j=\nu-1}^{\nu+\ell+2} \| \Phi(b^{-j} \sqrt{L}) f \|_p.
\]

This coupled with (11) implies, when \( 0 < q < \infty \),
\[
  \| f - \Phi(\delta \sqrt{L}) f \|_p \leq c \sum_{j=\nu-1}^{\infty} \| \Phi(b^{-j} \sqrt{L}) f \|_p \leq c b^{-\nu} \left( \sum_{j=\nu-1}^{\infty} (b^{2j} \| \Phi(b^{-j} \sqrt{L}) f \|_p)^q \right)^{1/q} \leq c \delta^s \| f \|_{B_{pq}^s}.
\]

For the second inequality above we use Hölder’s inequality if \( q > 1 \) and the \( q \)-inequality if \( 0 < q \leq 1 \); for the last inequality we used the fact that the definition of the Besov space \( B_{pq}^s \) is independent of the particular choice of the functions \( \Phi_0 \) and \( \Phi \) satisfying (5.14)-(5.15) in its definition, hence \( \tilde{\Phi} \) produces an equivalent norm.

The case when \( q = \infty \) is as easy; we omit it. The proof of Proposition 5.6 is complete. \( \square \)

2.4. Proof of Lemma 5.7

Denote by \( S_1 \) the quantity on the left-hand side in (5.28). To estimate \( S_1 \) we use Fubini’s theorem, (5.25), and the fact that \( \int_{\mathcal{M}} f(u) d\mu(u) = 1 \). We obtain
\[
  S_1 = \left( \int_{\mathcal{M}} \| \Phi(\delta \sqrt{L})(\cdot, u) \|_p^q f(u) d\mu(u) \right)^{1/p} \leq c_* \delta^{-d(1-1/p)}. \tag{12}
\]
which confirms (5.28).

Let $S_2$ denote the quantity on the left-hand side in (5.29) and consider the integral operator $T$ with kernel

$$T(x, y) := |\Phi(\delta \sqrt{L})(x, y)|^2.$$ 

By (5.25) it follows that $\|T(x, \cdot)\|_1 = \|T(\cdot, y)\|_1 \leq c_2 \delta^{-d}$. Therefore, by Schur’s lemma (see e.g. [12, Theorem 6.36]) we obtain

$$S_2^2 = \|Tf\|_{p/2} \leq c_2^2 \delta^{-d} \|f\|_{p/2}$$

and inequality (5.29) follows.

\[\square\]

2.5. Proof of Lemma 5.8

We split the region of integration $\mathcal{M}$ into two: $B(x_0, 2R)$ and $\mathcal{M} \setminus B(x_0, 2R)$.

Since $1 \leq p < 2$, there exists $1 \leq r < \infty$ such that $\frac{p}{2} + \frac{1}{r} = 1$. Applying Hölder’s inequality we obtain

$$I := \int_{B(x_0, 2R)} \left( \int_{B(x_0, R)} |\Phi(\delta \sqrt{L})(x, u)| f(u) d\mu(u) \right)^{p/2} d\mu(x) \leq \left( \int_{B(x_0, 2R)} \int_{B(x_0, R)} |\Phi(\delta \sqrt{L})(x, u)| f(u) d\mu(u) d\mu(x) \right)^{p/2} |B(x_0, 2R)|^{1/r}.$$ 

We now use Fubini’s theorem, (5.25) with $p = 1$, the fact that $\int_{\mathcal{M}} f(u) d\mu(u) = 1$, and the doubling property (3.1) to obtain

$$I \leq \left( \int_{B(x_0, R)} \|\Phi(\delta \sqrt{L})(\cdot, u)\|_{1} f(u) d\mu(u) \right)^{p/2} |B(x_0, 2R)|^{1/r} \leq c |B(x_0, R)|^{1 - \frac{p}{2}}.$$  \hspace{1cm} (14)

To estimate the integral over $\mathcal{M} \setminus B(x_0, 2R)$ we observe that if $u \in B(x_0, R)$ and $x \in \mathcal{M} \setminus B(x_0, 2R)$, then $\rho(x, x_0) \leq \rho(x, u) + \rho(u, x_0) < \rho(x, u) + R < 2\rho(x, u)$. Then by (5.2) and (5.24) we get

$$|\Phi(\delta \sqrt{L})(x, u)| \leq c |B(x, \delta)|^{-1} \left( 1 + \delta^{-1} \rho(x, u) \right)^{-k} \leq c |B(x_0, \delta)|^{-1} \left( 1 + \delta^{-1} \rho(x, x_0) \right)^{-k+d}.$$ 

Choose $k > d + 1/2$. Then using (5.3) we obtain

$$\int_{\mathcal{M} \setminus B(x_0, 2R)} \left( \int_{B(x_0, R)} |\Phi(\delta \sqrt{L})(x, u)| f(u) d\mu(u) \right)^{p/2} d\mu(x) \leq c |B(x_0, \delta)|^{-p/2} \int_{\mathcal{M}} \left( 1 + \delta^{-1} \rho(x, x_0) \right)^{-(k-d)p/2} d\mu(x) \left( \int_{\mathcal{M}} f(u) d\mu(u) \right)^{p/2} \hspace{1cm} (15)$$

$$\leq c |B(x_0, \delta)|^{-p/2} \leq c |B(x_0, 2R)|^{-p/2} \leq c |B(x_0, R)|^{1-p/2},$$

where we used that $R \geq \delta/2$, $p < 2$, and $\int_{\mathcal{M}} f(u) d\mu(u) = 1$.

Inequality (5.30) follows by (14) and (15). \[\square\]
3. Proof of Theorem 8.2

3.1. Some ancillary claims

We first recall the classical Bernstein inequality (see e.g. [30]): Let \( Y_1, \ldots, Y_n \) be independent random variables such that \( \mathbb{E} Y_i = 0, \mathbb{E} Y_i^2 \leq \sigma^2 \), and \( |Y_i| \leq M, i = 1, \ldots, n \).

Then for any \( v > 0 \)

\[
P\left( \left| \frac{1}{n} \sum_{i=1}^{n} Y_i \right| \geq v \right) \leq 2 \exp\left( -\frac{nv^2}{2(\sigma^2 + Mv/3)} \right) \leq 2 \exp\left( -\frac{nv^2}{4\sigma^2} \wedge \frac{3nv}{4M} \right) \tag{16}
\]

(16)

\[
= 2 \exp\left( -\frac{nv^2}{2\sigma^2} \right) \mathbb{1}_{\{v \leq \frac{2\sigma^2}{nv}\}} + 2 \exp\left( -\frac{3nv}{4M} \right) \mathbb{1}_{\{v > \frac{2\sigma^2}{nv}\}}.
\]

We next use Rosenthal’s inequalities (6.4) to derive several useful estimates in the current setting. Clearly,

\[
\beta_{j\xi} := \int_{\mathcal{M}} \tilde{\psi}_{j\xi}(x) f(x) d\mu(x) = \mathbb{E}(\tilde{\psi}_{j\xi}(X))
\]

and using (5.12) we obtain

\[
\mathbb{E}|\tilde{\psi}_{j\xi}(X) - \beta_{j\xi}|^2 \leq \mathbb{E}|\tilde{\psi}_{j\xi}(X)|^2 = \int_{\mathcal{M}} f(x)|\tilde{\psi}_{j\xi}(x)|^2 d\mu(x) \leq c_3^2 A \tag{17}
\]

and

\[
||\tilde{\psi}_{j\xi}(X) - \beta_{j\xi}||_{\infty} \leq 2c_3 b^{d/2}. \tag{18}
\]

Also

\[
\mathbb{E}|\tilde{\psi}_{j\xi}(X) - \beta_{j\xi}|^p \leq 2^p \mathbb{E}|\tilde{\psi}_{j\xi}(X)|^p = 2^p \int_{\mathcal{M}} f(x)|\tilde{\psi}_{j\xi}(x)|^p d\mu(x) \leq (2c_3)^p A b^{d/(d-1)}.
\]

Therefore, using (16)

\[
P(|\hat{\beta}_{j\xi} - \beta_{j\xi}| > \lambda) \leq 2 \exp\left( -\frac{n\lambda^2}{4c_3^2 A} \wedge \frac{3n\lambda}{8c_3 b^{d/2}} \right), \tag{19}
\]

From this with the notation

\[
\mu_j := \frac{3}{2} c_3 A b^{-d/2} \tag{20}
\]

we obtain

\[
P(|\hat{\beta}_{j\xi} - \beta_{j\xi}| > \lambda) \leq 2 \exp\left( -\frac{n\lambda^2}{4c_3^2 A} \right) \text{ if } 0 \leq \lambda \leq \mu_j, \tag{21}
\]

and

\[
P(|\hat{\beta}_{j\xi} - \beta_{j\xi}| > \lambda) \leq 2 \exp\left( -\frac{3n\lambda}{8c_3 b^{d/2}} \right) \text{ if } \lambda \geq \mu_j. \tag{22}
\]
Supplement to “Density estimators on manifolds”

In particular, if \(0 \leq j \leq J_n\), then

\[
P(|\hat{\beta}_{j\xi} - \beta_{j\xi}| > \lambda_n) \leq \frac{2}{n^2}.
\]

(23)

Now, by (6.4), for any \(p \geq 2\) there exists \(c = c(p) > 0\) such that

\[
E|\hat{\beta}_{j\xi} - \beta_{j\xi}|^p \leq c \left(\frac{c_0^2 A}{n}\right)^{p/2} \left(1 + 2^p \left(\frac{b^{id}}{nA}\right)^{p/2 - 1}\right).
\]

(24)

Moreover, for any \(j \geq 0\) such that \(b^{jd} \leq nA\)

\[
E|\hat{\beta}_{j\xi} - \beta_{j\xi}|^p \leq \left(\frac{c_0^2 A}{n}\right)^{p/2}.
\]

(25)

On the other hand, by Jensen inequality, for any \(0 < p \leq 2\)

\[
E|\hat{\beta}_{j\xi} - \beta_{j\xi}|^p \leq \left(\frac{c c_0^2 A}{n}\right)^{p/2}.
\]

(26)

The following two lemmas will be instrumental in the proof of Theorem 8.2.

**Lemma 1.** For any \(n \geq 2\), \(0 \leq j \leq n\), and \(\xi \in X_j\) we have

\[
I_{j\xi} := \int_0^\infty P(\left|\hat{\beta}_{j\xi} - \beta_{j\xi}\right| > \lambda_n) \leq \frac{c A^{1/2} \left(\log \frac{n}{\lambda_n}\right)^{1/2}}{n^2}.
\]

(27)

where \(c = c(c_0) > 0\).

**Proof.** We will use the following well known inequality:

\[
\int_a^\infty e^{-K\frac{x^2}{2}} dx \leq \frac{e^{-K\frac{\kappa^2}{2} x^2}}{a K^{1/2}} \left(\frac{\pi}{2}\right)^{1/2} \left(\frac{1}{a K^{1/2}}\right), \quad K, a > 0.
\]

(28)

We split the integral in (27) into three:

\[
I_{j\xi} = \left(\int_0^{\lambda_n} + \int_{\lambda_n}^{\mu_j} + \int_{\mu_j}^\infty\right) P(\left|\hat{\beta}_{j\xi} - \beta_{j\xi}\right| > \lambda_n) d\lambda =: S_1 + S_2 + S_3.
\]

From the definitions in (8.3) and (20) it readily follows that \(\mu_j \geq \lambda_n\).

To estimate \(S_1\) we use (21) and the definitions of \(\lambda_n, \kappa\) in (8.3), (8.1). We get

\[
S_1 \leq \lambda_n P(\left|\hat{\beta}_{j\xi} - \beta_{j\xi}\right| > \lambda_n) \leq \lambda_n 2 \exp \left(-\frac{n \lambda_n^2}{4 c_0^2 A}\right)
\]

\[
\leq 2 \kappa \left(\frac{\log n}{n}\right)^{1/2} - \frac{c_0^2 A}{n} \leq 2 \kappa \left(\frac{\log n}{n}\right)^{1/2} n^{-2},
\]
From (31) it follows that for any $\lambda > 0$
\[
S_2 \leq \int_{\lambda}^{\infty} 2 \exp \left( - \frac{n\lambda^2}{4c_\phi^2 A} \right) d\lambda \leq 2(\pi/2)^{1/2} \left( \frac{2c_\phi^2 A}{n} \right)^{1/2} \exp \left( - \frac{n\lambda^2}{4c_\phi^2 A} \right) \leq 6c_\phi A^{1/2} n^{-1/2} \frac{4c_\phi^2}{n} = 6c_\phi A^{1/2} n^{-5/2}.
\]

We now estimate $S_3$. Using (22) we obtain
\[
S_3 \leq \int_{\mu_j}^{\infty} 2 \exp \left( - \frac{3n\lambda}{8c_\phi b^j d/2} \right) d\lambda = \frac{16c_\phi b^j d/2}{3n} \exp \left( - \frac{3n\mu_j}{8c_\phi b^j d/2} \right)
\]
\[
= \frac{16c_\phi b^j d/2}{3n} \exp \left( - \frac{9A}{16} n b^{-j} - \frac{9A}{n} \right) \leq \frac{6c_\phi}{(n \log n)^{1/2}} n^{-9/4} \leq \frac{6c_\phi}{(n \log n)^{1/2}} n^{-9/4},
\]
where for the second equality we used the definition of $\mu_j$ in (20), for the former inequality we used that $b^{-j} \geq b^{-j,d} = \frac{\log n}{n}$, and for the last inequality that $A \geq 4$.

Putting the above estimates for $S_1, S_2,$ and $S_3$ together we arrive at
\[
I_{j\xi} \leq 2\kappa \left( \frac{\log n}{n} \right)^{1/2} n^{-2} + 6c_\phi A^{1/2} n^{-5/2} + \frac{6c_\phi n^{-9/4}}{(n \log n)^{1/2}} \leq c A^{1/2} \left( \frac{\log n}{n} \right)^{1/2} n^{-2}
\]
as claimed. $
\Box$

**Lemma 2.** Let $\mathcal{F}$ be a finite family of functions $\phi : \mathbb{R} \to \mathbb{R}$ with $N := \text{card}(\mathcal{F})$ and let $X$ be a random variable. Assume
\[
\sup_{\phi \in \mathcal{F}} \|\phi\|_{\infty} \leq M/2, \quad \text{and} \quad \sup_{\phi \in \mathcal{F}} \mathbb{E}(\phi^2(X)) \leq \sigma^2.
\]
Let $X_1, \ldots, X_n$ be i.i.d. random variables and $X_i \sim X$. Then
\[
\mathbb{E} \left[ \sup_{\phi \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} \phi(X_i) - \mathbb{E}(\phi(X)) \right| \right] \leq 4\sigma \left( \frac{\log(2N)}{n} \right)^{1/2} + 4M \frac{\log(2N)}{n}. \tag{30}
\]

**Proof.** By Bernstein’s inequality (16) it follows that for any $\phi \in \mathcal{F}$
\[
P \left( \left| \frac{1}{n} \sum_{i=1}^{n} \phi(X_i) - \mathbb{E}[\phi(X)] \right| \geq \lambda \right) \leq 2 \exp \left( - \frac{n\lambda^2}{4\sigma^2} \right) \wedge \left( \frac{3n\lambda}{4M} \right). \tag{31}
\]
Let $\lambda_0 := \frac{3\sigma^2}{M}$ and $Z_\phi := \left| \frac{1}{n} \sum_{i=1}^{n} (\phi(X_i) - \mathbb{E}[\phi(X)]) \right|$. Then
\[
\sup_{\phi \in \mathcal{F}} Z_\phi = \sup_{\phi \in \mathcal{F}} \{Z_{\phi} \mathbb{P}\{Z_{\phi} \leq \lambda_0\} + Z_{\phi} \mathbb{P}\{Z_{\phi} > \lambda_0\}\} \leq \sup_{\phi \in \mathcal{F}} Z_{\phi} \mathbb{P}\{Z_{\phi} \leq \lambda_0\} + \sup_{\phi \in \mathcal{F}} Z_{\phi} \mathbb{P}\{Z_{\phi} > \lambda_0\}.
\]
From (31) it follows that for any $\lambda > 0$
\[
P(Z_{\phi} \mathbb{P}\{Z_{\phi} \leq \lambda_0\} > \lambda) \leq 2e^{-\frac{3n\lambda}{4M}} \quad \text{and} \quad P(Z_{\phi} \mathbb{P}\{Z_{\phi} > \lambda_0\} > \lambda) \leq 2e^{-\frac{3n\lambda}{4M}}.
\]
We use these inequalities and (28) to obtain

\[
\mathbb{E} \left[ \sup_{\phi \in \mathcal{F}} Z_\phi \right] \leq \mathbb{E} \left[ \sup_{\phi \in \mathcal{F}} Z_\phi \mathbb{1}_{\{Z_\phi \leq \lambda_0\}} \right] + \mathbb{E} \left[ \sup_{\phi \in \mathcal{F}} Z_\phi \mathbb{1}_{\{Z_\phi > \lambda_0\}} \right]
\]

\[
= \int_0^\infty \mathbb{P} \left( \sup_{\phi \in \mathcal{F}} Z_\phi \mathbb{1}_{\{Z_\phi \leq \lambda_0\}} > \lambda \right) d\lambda + \int_0^\infty \mathbb{P} \left( \sup_{\phi \in \mathcal{F}} Z_\phi \mathbb{1}_{\{Z_\phi > \lambda_0\}} > \lambda \right) d\lambda
\]

\[
\leq a + \sum_{\phi \in \mathcal{F}} \int_a^\infty \mathbb{P} \left( Z_\phi \mathbb{1}_{\{Z_\phi \leq \lambda_0\}} > \lambda \right) d\lambda + b + \sum_{\phi \in \mathcal{F}} \int_b^\infty \mathbb{P} \left( Z_\phi \mathbb{1}_{\{Z_\phi > \lambda_0\}} > \lambda \right) d\lambda
\]

\[
\leq a + N \int_a^\infty 2e^{-\frac{n\lambda^2}{4\sigma^2}} d\lambda + b + N \int_b^\infty 2e^{-\frac{3n\lambda^4}{4M}} d\lambda
\]

\[
\leq a + 2N \frac{\sigma^2}{na} e^{-\frac{na^2}{4\sigma^2}} + b + 2N \frac{4M}{3n} e^{-\frac{3nb^4}{4M}}.
\]

We now optimize with respect to \(a\) and \(b\) by taking \(2 \frac{\sigma^2}{na} e^{-\frac{na^2}{4\sigma^2}} = 1\) and \(2 \frac{4M}{3n} e^{-\frac{3nb^4}{4M}} = 1\). We obtain

\[
\mathbb{E} \left[ \sup_{\phi \in \mathcal{F}} Z_\phi \right] \leq a + 2 \frac{\sigma^2}{na} + b + 2 \frac{4M}{3n}
\]

\[
= 2\sigma \left( \frac{\log(2N)}{n} \right)^{1/2} + \frac{\sigma}{(n \log(2N))^{1/2}} + 2 \frac{4M}{3n} \frac{1}{\log(2N)} + \frac{4M}{3n}
\]

\[
\leq 4\sigma \left( \frac{\log(2N)}{n} \right)^{1/2} + \frac{4M}{n} \log(2N),
\]

where we used that \(2 \log(2N) \geq \log 4 \geq 1\). The proof of (30) is complete.

\[\Box\]

**Remark 3.** Note that by assumption (29) it follows that for any \(\phi \in \mathcal{F}\)

\[|\phi(X) - \mathbb{E}(\phi(X))| \leq M \quad \text{and} \quad \mathbb{E}|\phi(X) - \mathbb{E}(\phi(X))|^2 \leq \sigma^2.\]  

(32)

### 3.2. Completion of the proof of Theorem 8.2

We will carry out this proof in several steps.

First, assuming that \(f \in \mathcal{L}^p, 1 \leq p \leq \infty\), we use (5.9)-(5.10) and (8.7) to write

\[
\hat{f}_n - f = \sum_{0 \leq j \leq J_n} \sum_{\xi \in X_j} (\hat{\beta}_{j,\xi} \mathbb{1}_{\{\hat{\beta}_{j,\xi} > 2\lambda_n\}} - \beta_{j,\xi}) \psi_{j,\xi} + \sum_{j > J_n} \Psi_j(\sqrt{L}) f,
\]

which implies an estimate on the risk as a sum of stochastic and bias terms:

\[
\mathbb{E} \|\hat{f}_n - f\|_p \leq \sum_{0 \leq j \leq J_n} \mathbb{E} \left\| \sum_{\xi \in X_j} (\hat{\beta}_{j,\xi} - \beta_{j,\xi}) \psi_{j,\xi} \right\|_p + \left\| \sum_{j > J_n} \Psi_j(\sqrt{L}) f \right\|_p.
\]
3.2.1. Estimation of the bias term

By the triangle inequality we get
\[
\left\| \sum_{j>J_n} \Psi_j(\sqrt{L})f \right\|_p \leq \sum_{j>J_n} \| \Psi_j(\sqrt{L})f \|_p.
\]

Two cases are to be considered here. Let \( r \leq p \leq \infty \) and set \( s_1 := s - d(\frac{1}{r} - \frac{1}{p}) > 0 \).
Then using Proposition 5.4 (ii), (5.18), and (8.4) we obtain
\[
\sum_{j>J_n} \| \Psi_j(\sqrt{L})f \|_p \leq \| f \|_{B_{s_1}^r} \sum_{j>J_n} b^{-js_1} \leq c \| f \|_{B_{s_1}^r} \left( \frac{\log n}{n} \right)^{\frac{s_1}{s} - (\frac{1}{r} - \frac{1}{p})}.
\]

Let \( p < r \leq \infty \). By Hölder’s inequality (using \( \mu(M) < \infty \)) and (5.18) we get
\[
\sum_{j>J_n} \| \Psi_j(\sqrt{L})f \|_p \leq c \sum_{j>J_n} \| \Psi_j(\sqrt{L})f \|_r \leq c \| f \|_{B_{s_1}^r} \sum_{j>J_n} b^{-js} \leq c \| f \|_{B_{s}^r} \left( \frac{\log n}{n} \right)^{\frac{s}{s} - (\frac{1}{r} - \frac{1}{p})}.
\]

Therefore, we have the following estimate for the bias
\[
\left\| \sum_{j>J_n} \Psi_j(\sqrt{L})f \right\|_p \leq c \| f \|_{B_{s}^r} \left( \frac{\log n}{n} \right)^{\frac{s}{s} - (\frac{1}{r} - \frac{1}{p})}. \tag{33}
\]

We next show that the rate from above is negligible compared to the rates in (8.8)-(8.10). First, if \( p = \infty \), we have to verify that
\[
\frac{s}{d} - \frac{1}{r} > \frac{s - d}{2(s - d(\frac{1}{r} - \frac{1}{2}))} = \frac{s - d}{2(s - d(\frac{1}{r} - \frac{1}{2}))} \frac{d}{2(s - d(\frac{1}{r} - \frac{1}{2})) + d}.
\]

But this is obvious as \( s > \frac{d}{r} \).

If \( s \leq \frac{dp}{2}(\frac{1}{r} - \frac{1}{p}) \), we have to verify that \( \frac{s}{d} - \frac{1}{r} > \frac{s - d(\frac{1}{r} - \frac{1}{p})}{2(s - d(\frac{1}{r} - \frac{1}{2}))} = \frac{s - d}{2(s - d(\frac{1}{r} - \frac{1}{2}))} \frac{d}{2(s - d(\frac{1}{r} - \frac{1}{2})) + d} \).

which is obvious.

If \( s > \frac{dp}{2}(\frac{1}{r} - \frac{1}{p}) \) and \( p \leq r \), we have to show that \( \frac{s}{d} - \frac{1}{r} > \frac{1}{d} \), which again is obvious.

If \( s > \frac{dp}{2}(\frac{1}{r} - \frac{1}{p}) > 0 \) (hence \( r < p \)) we have to verify that
\[
\frac{s}{d} - \frac{(1}{r} - \frac{1}{p}) > \frac{s - d(\frac{1}{r} - \frac{1}{p})}{2(s - d(\frac{1}{r} - \frac{1}{2}))} = \frac{s}{d} - \frac{1}{r} - \frac{1}{p} = \frac{s}{2s + d}.
\]

In fact, we have
\[
s > \frac{dp}{2}(\frac{1}{r} - \frac{1}{p}) \vee \frac{d}{r} =: a(p, r).
\]
As the function \( s \mapsto \frac{s}{d} - \frac{s}{2s+d} \) is strictly increasing, we just need to show that \( \frac{\alpha(p,r)}{2s+d} \geq \left( \frac{1}{r} - \frac{1}{p} \right) \). However,

\[
\frac{dp}{2} \left( \frac{1}{r} - \frac{1}{p} \right) \leq \frac{d}{r} \iff p \leq r \iff \frac{d}{r} - \frac{d}{2s+d} \geq \frac{1}{r} - \frac{1}{p}
\]

and

\[
r + 2 < p \iff \frac{dp}{2} \left( \frac{1}{r} - \frac{1}{p} \right) - \frac{dp}{2} \left( \frac{1}{r} - \frac{1}{p} \right) > \frac{1}{r} - \frac{1}{p},
\]
as it can be easily verified.

From above it follows that the rate in (33) is faster than the rates in (8.8)-(8.10).

### 3.2.2. Evaluation of the stochastic term

Note that by (5.13) we have

\[
\mathbb{E} \left\| \sum_{\xi \in X_j} (\hat{\beta}_{j\xi} - \beta_{j\xi}) \psi_{j\xi} \right\|_p \leq c b^d (\frac{1}{r} - \frac{1}{p}) \mathbb{E} \left[ \left( \sum_{\xi \in X_j} |\hat{\beta}_{j\xi} - \beta_{j\xi}|^p \right)^{1/p} \right], \quad 1 \leq p < \infty,
\]

and this holds with the usual modification when \( p = \infty \).

To estimate the stochastic term we will use the following representation

\[
\hat{\beta}_{j\xi} - \beta_{j\xi} = (\hat{\beta}_{j\xi} - \beta_{j\xi}) I_{|\hat{\beta}_{j\xi}| > \lambda_n} - \beta_{j\xi} I_{|\hat{\beta}_{j\xi}| \leq \lambda_n}
\]

\[
= (\hat{\beta}_{j\xi} - \beta_{j\xi}) I_{|\hat{\beta}_{j\xi}| > \lambda_n} I_{|\hat{\beta}_{j\xi}| \leq \lambda_n}
\]

\[
+ (\hat{\beta}_{j\xi} - \beta_{j\xi}) I_{|\hat{\beta}_{j\xi}| \leq 2\lambda_n} I_{|\beta_{j\xi}| > \lambda_n}
\]

\[
- \beta_{j\xi} I_{|\beta_{j\xi}| \leq 2\lambda_n} I_{|\beta_{j\xi}| \leq 3\lambda_n}
\]

\[
- \beta_{j\xi} I_{|\beta_{j\xi}| \leq 2\lambda_n} I_{|\beta_{j\xi}| > 3\lambda_n}.
\]

In the case when \( 1 \leq p < \infty \), we use this and (34) to write

\[
\sum_{0 \leq j \leq J_n} \mathbb{E} \left\| \sum_{\xi \in X_j} (\hat{\beta}_{j\xi} I_{|\hat{\beta}_{j\xi}| > 2\lambda_n} - \beta_{j\xi}) \psi_{j\xi} \right\|_p \leq c(I + II + III + IV),
\]

where

\[
I := \sum_{0 \leq j \leq J_n} b^{-d(\frac{1}{r} - \frac{1}{p})} \mathbb{E} \left[ \left( \sum_{\xi \in X_j} |\hat{\beta}_{j\xi} - \beta_{j\xi}|^p I_{|\beta_{j\xi}| > \lambda_n} \right)^{\frac{1}{p}} \right],
\]

\[
II := \sum_{0 \leq j \leq J_n} b^{-d(\frac{1}{r} - \frac{1}{p})} \mathbb{E} \left[ \left( \sum_{\xi \in X_j} |\hat{\beta}_{j\xi} - \beta_{j\xi}|^p I_{|\beta_{j\xi}| > 2\lambda_n} I_{|\beta_{j\xi}| > \lambda_n} \right)^{\frac{1}{p}} \right],
\]

\[
III := \sum_{0 \leq j \leq J_n} b^{-d(\frac{1}{r} - \frac{1}{p})} \mathbb{E} \left[ \left( \sum_{\xi \in X_j} |\beta_{j\xi}|^p I_{|\beta_{j\xi}| \leq 2\lambda_n} I_{|\beta_{j\xi}| > 3\lambda_n} \right)^{\frac{1}{p}} \right],
\]

\[
IV := \sum_{0 \leq j \leq J_n} b^{-d(\frac{1}{r} - \frac{1}{p})} \mathbb{E} \left[ \left( \sum_{\xi \in X_j} |\beta_{j\xi}|^p I_{|\beta_{j\xi} - \beta_{j\xi}| > \lambda_n} \right)^{\frac{1}{p}} \right].
\]
In the case $p = \infty$ we have

$$
\sum_{0 \leq j \leq J} E \left\| \sum_{\xi \in \mathcal{X}_j} (\hat{\beta}_{j\xi} \mathbb{I}_{|\hat{\beta}_{j\xi}| > 2\lambda_n} - \beta_{j\xi}) \psi_{j\xi} \right\|_{\infty} \leq c(I' + II' + III' + IV'),
$$

where

$$
I' := \sum_{0 \leq j \leq J} b^{j\frac{d}{2}} E \left[ \sup_{\xi \in \mathcal{X}_j} |\hat{\beta}_{j\xi} - \beta_{j\xi}| \mathbb{I}_{|\hat{\beta}_{j\xi} - \beta_{j\xi}| > \lambda_n} \right],
$$

$$
II' := \sum_{0 \leq j \leq J} b^{j\frac{d}{2}} E \left[ \sup_{\xi \in \mathcal{X}_j} |\hat{\beta}_{j\xi} - \beta_{j\xi}| \mathbb{I}_{(|\hat{\beta}_{j\xi}| > 2\lambda_n)} \mathbb{I}_{|\beta_{j\xi}| > \lambda_n} \right],
$$

$$
III' := \sum_{0 \leq j \leq J} b^{j\frac{d}{2}} E \left[ \sup_{\xi \in \mathcal{X}_j} |\beta_{j\xi}| \mathbb{I}_{|\beta_{j\xi}| \leq 2\lambda_n} \mathbb{I}_{|\beta_{j\xi}| \leq 3\lambda_n} \right],
$$

$$
IV' := \sum_{0 \leq j \leq J} b^{j\frac{d}{2}} E \left[ \sup_{\xi \in \mathcal{X}_j} |\hat{\beta}_{j\xi} - \beta_{j\xi}| \mathbb{I}_{|\hat{\beta}_{j\xi} - \beta_{j\xi}| > \lambda_n} \right].
$$

**Estimation of $I$ and $I'$.** As $\text{card}(\mathcal{X}_j) \leq cb^{jd}$ by (5.6), we derive

$$
I \leq \sum_{0 \leq j \leq J} b^{-jd(\frac{1}{2} - \frac{d}{2})} (\text{card}(\mathcal{X}_j)) \frac{d}{2} E \left[ \sup_{\xi \in \mathcal{X}_j} |\hat{\beta}_{j\xi} - \beta_{j\xi}| \mathbb{I}_{|\hat{\beta}_{j\xi} - \beta_{j\xi}| > \lambda_n} \right]
$$

$$
\leq c \sum_{0 \leq j \leq J} b^{j\frac{d}{2}} E \left[ \sup_{\xi \in \mathcal{X}_j} |\hat{\beta}_{j\xi} - \beta_{j\xi}| \mathbb{I}_{|\hat{\beta}_{j\xi} - \beta_{j\xi}| > \lambda_n} \right] = cI'.
$$

Now, in light of Lemma 1 we obtain

$$
I \leq cI' = c \sum_{0 \leq j \leq J} b^{j\frac{d}{2}} E \left[ \sup_{\xi \in \mathcal{X}_j} |\hat{\beta}_{j\xi} - \beta_{j\xi}| \mathbb{I}_{|\hat{\beta}_{j\xi} - \beta_{j\xi}| > \lambda_n} \right]
$$

$$
\leq c \sum_{0 \leq j \leq J} b^{j\frac{d}{2}} \sum_{\xi \in \mathcal{X}_j} E \left[ |\hat{\beta}_{j\xi} - \beta_{j\xi}| \mathbb{I}_{|\hat{\beta}_{j\xi} - \beta_{j\xi}| > \lambda_n} \right]
$$

$$
= c \sum_{0 \leq j \leq J} b^{j\frac{d}{2}} \sum_{\xi \in \mathcal{X}_j} \int_{0}^{\infty} P \left( |\hat{\beta}_{j\xi} - \beta_{j\xi}| \mathbb{I}_{|\hat{\beta}_{j\xi} - \beta_{j\xi}| > \lambda_n} > \lambda \right) \lambda d\lambda
$$

$$
\leq c \left( \frac{\log n}{n} \right)^{1/2} \frac{1}{n^2} \sum_{0 \leq j \leq J} b^{j\frac{d}{2}} \leq c \left( \frac{\log n}{n} \right)^{1/2} \frac{1}{n^2} b^{d/2} = c \frac{1}{n \log n}. \quad (37)
$$

Therefore,

$$
I \leq cI' \leq c \frac{1}{n \log n},
$$

and hence the terms $I$ and $I'$ are negligible compared to the rates in (8.8)-(8.10).
Estimation of $IV$ and $IV'$. Observe that
\[ IV' = \sum_{0 \leq j \leq J_n} b^{\frac{d}{2}} E \left[ \sup_{\xi \in \mathcal{X}_j} |\beta_j| \mathbb{I}_{\{|\hat{\beta}_j - \beta_j| > \lambda_n\}} \right] \]
\[ \leq \sum_{0 \leq j \leq J_n} b^{\frac{d}{2}} \sup_{\xi \in \mathcal{X}_j} |\beta_j| \sum_{\xi \in \mathcal{X}_j} P(|\hat{\beta}_j - \beta_j| > \lambda_n) =: IV''. \]

On the other hand, Jensen’s inequality and the fact that $\text{card}(\mathcal{X}_j) \leq cb^{jd}$ yield
\[ IV \leq \sum_{0 \leq j \leq J_n} b^{\frac{d}{2}} b^{-j} \left( E \left[ \sum_{\xi \in \mathcal{X}_j} |\beta_j| \mathbb{I}_{\{|\hat{\beta}_j - \beta_j| > \lambda_n\}} \right] \right)^{\frac{1}{2}} \]
\[ \leq c \sum_{0 \leq j \leq J_n} b^{\frac{d}{2}} E \left[ \sup_{\xi \in \mathcal{X}_j} |\beta_j| \mathbb{I}_{\{|\hat{\beta}_j - \beta_j| > \lambda_n\}} \right] \text{card}(\mathcal{X}_j)^{\frac{1}{2}} \]
\[ \leq c IV''. \]
Now, as $P(|\hat{\beta}_j - \beta_j| > \lambda_n) \leq 2n^{-2}$, $0 \leq j \leq J_n$, by (23), and
\[ |\beta_j| \leq cb^{-j(s+d(\frac{1}{2} - \frac{1}{r}))} \|f\|_{B^r_{s,\tau}}, \quad \xi \in \mathcal{X}_j \quad \text{(38)} \]
by (5.22), we derive
\[ IV'' \leq c n^{-2} \sum_{0 \leq j \leq J_n} b^{jd/2} \sup_{\xi \in \mathcal{X}_j} |\beta_j| \text{card}(\mathcal{X}_j) \]
\[ \leq c n^{-2} \|f\|_{B^r_{s,\tau}} \sum_{0 \leq j \leq J_n} b^{jd/2} b^{-js} b^{jd(\frac{1}{2} - \frac{1}{r})} \]
\[ \leq c n^{-2} \|f\|_{B^r_{s,\tau}} b^{J_n d} \sum_{j=0}^{\infty} b^{-j(s - \frac{d}{2})} \]
\[ \leq c n^{-2} \|f\|_{B^r_{s,\tau}} \frac{n}{\log n} = c \|f\|_{B^r_{s,\tau}} \frac{1}{n \log n}. \]

Above we also used the fact that $s > d/r$. Therefore,
\[ IV, IV' \leq \frac{c}{n \log n}, \quad \text{(39)} \]
and hence the terms $IV$ and $IV'$ are also negligible.

Estimation of $II'$ and $III'$. We first estimate $III'$. Using (38) we get
\[ III' \leq \sum_{0 \leq j \leq J_n} \sup_{\xi \in \mathcal{X}_j} (b^{\frac{d}{2}} |\beta_j|) \wedge (3b^{\frac{d}{2}} \lambda_n) \]
\[ \leq c \sum_{0 \leq j \leq J_n} (b^{-j(s - \frac{d}{2})} \|f\|_{B^r_{s,\tau}}) \wedge (3b^{\frac{d}{2}} \lambda_n). \]
We now introduce a new parameter $J_n^*$ by the identity:

$$b^{-J_n^*(s-\frac{d}{2})} \|f\|_{B^{r}_{\infty}} = b^{J_n^* \frac{d}{2}} \lambda_n.$$  

Hence,

$$b^{J_n^*(s-d(\frac{1}{2} - \frac{1}{4}))} = \frac{\|f\|_{B^{r}_{\infty}}}{\lambda_n} = \frac{\|f\|_{B^{r}_{\infty}}}{\lambda_n} \left( \frac{n}{\log n} \right)^{\frac{1}{2}}.$$  

Then we obtain, taking into account that $s > d/r$,

$$III' \leq c \lambda_n \sum_{0 \leq j < J_n^*} b^{\frac{d}{2} j} + c \|f\|_{B^{r}_{\infty}} \sum_{J_n^* \leq j < J_n} b^{-j(s-\frac{d}{2})}$$

$$\leq c \lambda_n b^{J_n^* \frac{d}{2}} + c(s, r) \|f\|_{B^{r}_{\infty}} b^{-J_n^*(s-\frac{d}{2})}$$

$$\leq c \|f\|_{B^{r}_{\infty}} b^{-J_n^*(s-\frac{d}{2})} \leq c \|f\|_{B^{r}_{\infty}} \left( \kappa \left( \frac{\log n}{n} \right)^{\frac{s-\frac{d}{2}}{2(s-d(\frac{1}{2} - \frac{1}{4}))}} \right)$$

$$\leq c(s, r, \kappa) \|f\|_{B^{r}_{\infty}} \left( \frac{n}{\log n} \right)^{\frac{s-\frac{d}{2}}{2(s-d(\frac{1}{2} - \frac{1}{4}))}}.$$  

Therefore,

$$III' \leq c \left( \frac{\log n}{n} \right)^{\frac{s-\frac{d}{2}}{2(s-d(\frac{1}{2} - \frac{1}{4}))}}.$$  

(40)

To estimate $II'$ we first observe that

$$II' = \sum_{0 \leq j < J_n} b^{\frac{d}{2} j} E \left[ \sup_{\xi \in X_j} \| \hat{\beta}_{j, \xi} - \beta_{j, \xi} \|_{l(\{ |\beta_{j, \xi}| > \lambda_n \})} \right]$$

$$\leq \sum_{0 \leq j < J_n} b^{\frac{d}{2} j} E \left[ \sup_{\xi \in X_j} \| \hat{\beta}_{j, \xi} - \beta_{j, \xi} \|_{l(\{ |\beta_{j, \xi}| > \lambda_n \})} \right].$$

By (38) we have

$$\kappa \left( \frac{\log n}{n} \right)^{\frac{1}{2}} = \lambda_n \leq |\beta_{j, \xi}| \leq c \|f\|_{B^{r}_{\infty}} b^{-j(s-d(\frac{1}{2} - \frac{1}{4}))}, \quad 0 \leq j \leq J_n.$$

Therefore, necessarily $0 \leq j \leq J_n$, where

$$b^{J_n^*} \sim \left( \frac{\|f\|_{B^{r}_{\infty}}}{\kappa} \right)^{\frac{1}{2(s-d(\frac{1}{2} - \frac{1}{4}))}} \left( \frac{n}{\log n} \right)^{\frac{1}{2(s-d(\frac{1}{2} - \frac{1}{4}))}}$$

and consequently

$$II' \leq \sum_{0 \leq j < J_n} b^{\frac{d}{2} j} E \left[ \sup_{\xi \in X_j} |\hat{\beta}_{j, \xi} - \beta_{j, \xi}| \right].$$

We next utilize Lemma 2. Consider the family $\mathcal{F} := \{ \psi_{j, \xi} : \xi \in X_j \}$ with card($\mathcal{F}$) $\leq c b^{jd}$ and by (5.12)

$$\|\psi_{j, \xi}\|_{\infty} \leq c_0 b^{jd/2} =: M/2 \quad \text{and} \quad E|\psi_{j, \xi}(X)|^2 \leq c_0 \|f\|_{\infty}^2 =: \sigma^2.$$
Then applying Lemma 2 we get
\[
E\left[ \sup_{\xi \in X_j} |\hat{\beta}_{j,\xi} - \beta_{j,\xi}| \right] \leq c \|f\|_{\infty} \left( \frac{\log(b^d)}{n} \right)^{1/2} + c b^{d/2} \frac{\log(b^d)}{n}
\]
\[
\leq c \|f\|_{\infty} \left( \frac{1}{n} \right)^{1/2} + c b^{d/2} \frac{1}{n}.
\]
Since also \( \hat{J}_n \leq c(s, r) \log n \), we get
\[
II' \leq c \sum_{0 \leq j \leq \hat{J}_n} b^{d/2} \left( \|f\|_{\infty} \left( \frac{1}{n} \right)^{1/2} + b^{d/2} \frac{1}{n} \right) \leq c \|f\|_{\infty} \left( \frac{b^{d}\hat{J}_n}{n} \frac{1}{n} \right)^{1/2} + c b^{d\hat{J}_n} \frac{\hat{J}_n}{n}.
\]
But
\[
b^{d\hat{J}_n} \frac{\hat{J}_n}{n} \leq c \|f\|_{B_r^d} \left( \frac{n}{\log n} \right)^{2(\frac{d}{2} - \frac{d}{2})} \frac{\log n}{n}
\]
\[
= c \|f\|_{B_r^d} \left( \frac{n}{\log n} \right)^{\frac{d}{2} - \frac{d}{2}}.
\]
Thus, because \( s > d/r \) we conclude, using Proposition 5.4 (ii),
\[
II' \leq c \left( \|f\|_{B_r^d}^{1/2} \|f\|_{B_r^d}^{\frac{d}{2} - \frac{d}{2}} + \|f\|_{B_r^d}^{\frac{d}{2} - \frac{d}{2}} \right) \left( \frac{\log n}{n} \right)^{\frac{s}{2} - \frac{d}{2}}.
\]
Therefore,
\[
II' \leq c \left( \frac{\log n}{n} \right)^{\frac{s}{2} - \frac{d}{2}}. \tag{41}
\]

Estimation of II and III. As \( p \geq 1 \) Jensen’s inequality implies
\[
II \leq \sum_{0 \leq j \leq \hat{J}_n} b^{jd(\frac{s}{2} - \frac{d}{2})} \mathbb{E} \left[ \left( \sum_{\xi \in X_j} |\hat{\beta}_{j,\xi} - \beta_{j,\xi}| \mathbb{I}_{\{ |\hat{\beta}_{j,\xi}| > \lambda_n \}} \right)^{1/2} \right]
\]
\[
\leq \sum_{0 \leq j \leq \hat{J}_n} b^{jd(\frac{s}{2} - \frac{d}{2})} \left( \mathbb{E} \left[ \sum_{\xi \in X_j} |\hat{\beta}_{j,\xi} - \beta_{j,\xi}| \mathbb{I}_{\{ |\hat{\beta}_{j,\xi}| > \lambda_n \}} \right] \right)^{1/2}
\]
\[
= \sum_{0 \leq j \leq \hat{J}_n} \left( b^{jd(\frac{s}{2} - 1)} \sum_{\xi \in X_j} \mathbb{I}_{\{ |\hat{\beta}_{j,\xi}| > \lambda_n \}} \mathbb{E} \left[ |\hat{\beta}_{j,\xi} - \beta_{j,\xi}|^p \right] \right)^{1/2}.
\]
By (25) and (26) it follows that \( \mathbb{E}[|\hat{\beta}_{j,k} - \beta_{j,k}|^p] \leq c \left( \frac{A}{n} \right)^{p/2} \) and hence
\[
II \leq c \left( \frac{A}{n} \right)^{p/2} \sum_{0 \leq j \leq \hat{J}_n} \left( b^{jd(\frac{s}{2} - 1)} \sum_{\xi \in X_j} \mathbb{I}_{\{ |\hat{\beta}_{j,\xi}| > \lambda_n \}} \right)^{1/2}.
\]
Let $q < p$. Using the Bienayme-Chebyshev inequality we get

\[
II \leq c \left( \frac{A}{n} \right)^{\frac{1}{2}} \sum_{0 \leq j \leq J_n} \left( b^j d(\xi_j - 1) \frac{1}{\lambda_0} \sum_{\xi \in \mathcal{X}_j} |\beta_{j\xi}|^q \right)^{\frac{1}{p}}
\]

\[
= c(\log n)^{-1/2} \lambda_n^{1-\frac{q}{p}} \sum_{0 \leq j \leq J_n} \left( b^j d(\xi_j - 1) \sum_{\xi \in \mathcal{X}_j} |\beta_{j\xi}|^q \right)^{\frac{1}{p}}.
\]  \hspace{1cm} (42)

For the term $III$ we have

\[
III \leq \sum_{0 \leq j \leq J_n} b^j d(\xi_j - 1) \frac{1}{\lambda_0} \sum_{\xi \in \mathcal{X}_j} |\beta_{j\xi}|^q \left[ \left( \sum_{\xi \in \mathcal{X}_j} |\beta_{j\xi}|^{p \mathbb{P}(|\beta_{j\xi}| \leq \lambda_n)} \right)^{\frac{1}{p}} \right]
\]

\[
= \sum_{0 \leq j \leq J_n} \left( b^j d(\xi_j - 1) \sum_{\xi \in \mathcal{X}_j} |\beta_{j\xi}|^{p \mathbb{P}(|\beta_{j\xi}| \leq \lambda_n)} \right)^{\frac{1}{p}}.
\]

Assuming that $\lambda > 0$, $0 < q < p$, and $\sigma$ is a positive measure on a measure space $X$, we have

\[
\int_X \mathbb{I}_{(|f| \leq \lambda)} |f|^p d\sigma \leq \int_X (|f| \wedge \lambda)^p d\sigma = \int_0^\lambda p x^{p-1} \sigma(|f| > x) dx
\]

\[
\leq \int_0^\lambda p x^{p-1} \|f\|^q_{\mathbb{P}} \frac{dx}{x^q} = \frac{p}{p-q} \|f\|^q_{\mathbb{P}} \lambda^{p-q}.
\]

Therefore, if $q < p$ we have

\[
III \leq \sum_{0 \leq j \leq J_n} \left( b^j d(\xi_j - 1) \sum_{\xi \in \mathcal{X}_j} |\beta_{j\xi}|^{p \mathbb{P}(|\beta_{j\xi}| \leq \lambda_n)} \right)^{\frac{1}{p}}
\]

\[
\leq c(p, q) \sum_{0 \leq j \leq J_n} \left( \lambda_n^{1-\frac{q}{p}} b^j d(\xi_j - 1) \sum_{\xi \in \mathcal{X}_j} |\beta_{j\xi}|^q \right)^{\frac{1}{p}}
\]

\[
\leq c \lambda_n^{1-\frac{q}{p}} \sum_{0 \leq j \leq J_n} \left( b^j d(\xi_j - 1) \sum_{\xi \in \mathcal{X}_j} |\beta_{j\xi}|^q \right)^{\frac{1}{p}}.
\]

This coupled with (42) yields

\[
II + III \leq c \lambda_n^{1-\frac{q}{p}} \sum_{0 \leq j \leq J_n} \left( b^j d(\xi_j - 1) \sum_{\xi \in \mathcal{X}_j} |\beta_{j\xi}|^q \right)^{\frac{1}{p}}, \quad 0 < q < p.
\]  \hspace{1cm} (43)

Assuming $0 < q < p$ we set $s' := \frac{d(p-q)}{2q}$. By (5.22) it follows that

\[
\sum_{\xi \in \mathcal{X}_j} |\beta_{j\xi}(f)|^q \leq c b^{-j q(s' + d(1-\frac{1}{p}))} \|f\|_{\mathcal{B}_{s'}}^q, \quad j \geq 0
\]
We combine this with (43) and the fact that $J_n \leq c \log n$ to obtain
\[ II + III \leq c\lambda_n^{1-\frac{\beta}{q}} \| f \|_{B^s_{p'}}^2 \sum_{0 \leq j \leq J_n} \left( b^d(\varepsilon-1) \log n(s' + d(\frac{1}{r} - \frac{1}{s})) \right)^{2\frac{n}{p}} \leq c\lambda_n^{1-\frac{\beta}{q}} \| f \|_{B^s_{p'}}^2. \]  

(44)

Thus, in what follows we have to show that $\| f \|_{B^s_{p'}} \leq c \| f \|_{B^s_{p'}}$ for a suitable $q < p$.

### 3.2.3. Proof of Theorem 8.2 (i)

Let $1 \leq r \leq \infty$, $0 < \tau \leq \infty$, $s > d/r$, and $m > 0$. Assume $f \in B^s_{r\tau}$ and $\| f \|_{B^s_{r\tau}} \leq m$. Then combining (36), (37), (39), (40), (41), and (33) we obtain
\[ \mathbb{E} \| \hat{f}_n - f \| \leq c(m) \left( \frac{\log n}{n} \right)^{\frac{s-\beta}{2(r-d(\frac{1}{r} - \frac{1}{s}))}}, \]

which confirms (8.8).

### 3.2.4. Proof of Theorem 8.2 (ii)

Let $1 \leq r \leq \infty$, $0 < \tau \leq \infty$, $1 \leq p < \infty$, $s > d/r$, and $m > 0$. Assume $f \in B^s_{r\tau}$, $s \geq \frac{dp}{2p} \left( \frac{1}{r} - \frac{1}{p} \right)$, and $\| f \|_{B^s_{r\tau}} \leq m$. Choose $s' = s$. Then using that from above
\[ \frac{d(p-q)}{2q} = \frac{s'}{s} = \frac{dp}{2} \left( \frac{1}{r} - \frac{1}{p} \right) \]

we obtain
\[ q = \frac{dp}{2s + d} < p, \quad \frac{p-q}{2p} = \frac{s}{2s + d} \quad \text{and} \quad q \leq r. \]

From Proposition 5.4 (i) and (iii) it follows that
\[ \| f \|_{B^s_{p'}} = \| f \|_{B^s_{p'}} \leq c \| f \|_{B^s_{r\tau}} \leq cm \quad \text{and} \quad \| f \|_{\infty} \leq c \| f \|_{B^s_{r\tau}} \leq cm. \]

and from (44) we conclude
\[ II + III \leq c \log n \left( \frac{\log n}{n} \right)^{\frac{s}{2(r-d(\frac{1}{r} - \frac{1}{s}))} \| f \|_{B^s_{p'}}^d} \leq c(m) \log n \left( \frac{\log n}{n} \right)^{\frac{s}{2(r-d(\frac{1}{r} - \frac{1}{s}))}}. \]

This estimate along with (35), (37), (39), and (33) imply (8.9).

### 3.2.5. Proof of Theorem 8.2 (iii)

Under the hypotheses of Theorem 8.2 let $f \in B^s_{r\tau}$, $s \leq \frac{dp}{2p} \left( \frac{1}{r} - \frac{1}{p} \right)$, and $\| f \|_{B^s_{r\tau}} \leq m$. In this case we choose $s' := s - d(\frac{1}{r} - \frac{1}{p}) > 0$. As above $s' = \frac{dp}{2q}$ and hence
\[ q = \frac{dp}{s - d(\frac{1}{r} - \frac{1}{p})} \geq r, \quad p \geq 2, \quad \text{and} \quad \frac{p-q}{2p} = \frac{s - d(\frac{1}{r} - \frac{1}{p})}{2(s - d(\frac{1}{r} - \frac{1}{p}))}. \]
By Proposition 5.4 (ii) it follows that \( \|f\|_{B^q_{r'}} \leq c\|f\|_{B^r_{s'}} \) and hence from (44)

\[
II + III \leq c(m) \log n \left( \frac{\log n}{n} \right)^{s-(d(\frac{1}{r}-\frac{1}{p}) + \frac{s}{d(\frac{1}{r}-\frac{1}{2}))}}.
\]

Combining this with (35), (37), (39), and (33) imply (8.10).

The proof of Theorem 8.2 is complete. \( \square \)
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