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Blanquero, R. and Carrizosa, E. and Raḿırez-Cobo, P. and
Sillero-Denamiel, M.R. A cost-sensitive constrained Lasso.
Advances in Data Analysis and Classification 15, 121-158
(2021)



Linear regression setting

• Consider p predictors.

• y the observed response vector, which is predicted by
ŷ = β̂0 + β̂1x1 + . . .+ β̂pxp

• β̂ = (β̂0, β̂1, . . . , β̂p) is estimated by the fitting procedure
Ordinary Least Squares (OLS).

• The OLS solution is not sparse. For that reason, the Lasso
problem and its different versions appear in the literature:

β̂
Lasso

(λ) = argmin
β

1

n
∥y −Xβ∥2 + λ∥(β1, . . . , βp)∥1

It is known that if λ → ∞, then sparsity of the solution
increases, and the accuracy becomes less important.
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Controlling the performance: The CSCLasso

Main idea
We shall demand that performance measures for groups of interest
attain certain threshold values

Lasso with L performance constraints

min
β

1
n0
∥y0 −X0β∥2 + λ∥(β1, . . . , βp)∥1

s.t.
1
n1
∥y1 −X1β∥2 − f1 ≤ 0

...
1
nL
∥yL −XLβ∥2 − fL ≤ 0,

where f = (f1, . . . , fL) positive threshold values which we impose.
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Main idea
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attain certain threshold values

Lasso with L performance constraints

min
β

1
n0
∥y0 −X0β∥2 + λ∥(β1, . . . , βp)∥1

s.t.
1
n1
∥y1 −X1β∥2 − (1 + τ)MSE1(β̂

ols
) ≤ 0

...
1
nL
∥yL −XLβ∥2 − (1 + τ)MSEL(β̂

ols
) ≤ 0,

where τ ≥ τmin.



Controlling the performance: The CSCLasso

Figure: Heat map of β̂CSCLasso
1 (λ) using prostate dataset



Numerical illustration
Communities and Crime dataset1

• Response variable: the number of murders per 100K
population

• Group 1: communities from Midwest
• Group 2: the rest of communities

f1 Overall MSE MSE1 MSE2 NZ
Lasso - 0.488 0.433 0.453 21.57
Improv. 5% 0.411 0.488 0.422 0.453 25.49
Improv. 7% 0.403 0.487 0.420 0.453 28.43
Improv. 10% 0.390 0.488 0.416 0.453 26.47
Improv. 15% 0.368 0.486 0.403 0.459 34.31

Table: Median errors over testing set for communities and crime dataset.
Constraints imposed over Group 1

1Redmond, M. and Baveja, A. A data-driven software tool for enabling
cooperative information sharing among police departments. European Journal
of Operational Research 141(3), 660-678 (2002)
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Thank you!
sillerom@tcd.ie
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